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Problem:

How can Calibration Error and Classification

Error be consistently optimized?
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Finding:

Probability-dependent gradient decay rate is closely correlated with model

calibration.
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Proposed probability-dependent gradient decay rate 

Introduce probabilistic output  𝑝𝑖 =
𝑒𝑧𝑖

𝑒𝑧1+⋯+𝑒𝑧𝑚
as an intermediate variable. Then we obtain:
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It can be regard as a soft margin in 

output space.
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Finding:

Our results show a negative correlation between the gradient decay rate with

increasing instance-level probability and the overall confidence distribution.

Confidence and reliability diagrams with different gradient decay rate

A small decay rate results in a curriculum learning sequence.
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The framework of PID controller-based adaptive probability-dependent gradient 

decay
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Some Results
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1. Calibration performance with other post-processing calibration methods

Uncalibrated Ours Temperature Scaling

Matrix Scaling Vector Scaling Hist. Bin.

Conclusion:

The experimental findings underscore the effectiveness of our approach by

dynamically adjusting the gradient decay rate during the model optimization.
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Conclusion:

Our proposed PID-based method with variable gradient decay rate ensures both

model accuracy and calibration.

2. Performance of consistent optimization in supervised learning
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3. Ablation experiments and analysis for PID controller

4. Ablation experiments of different optimizer

Conclusion: Adaptive learning rate for gradient compensation can significantly improve

the performance of PID control-based calibration.

Conclusion: Model

calibration is robust

to the choice of PID

parameters.
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For more details, please refer 

to our paper !

Thank you for your attention! 😊


