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Background & Motivation

• Predicting the future trajectories of dynamic agents in traffic scenarios is a 
critical task in autonomous driving, enabling autonomous vehicles to make safe 
decisions .



Background & Motivation
• In real-world scenarios, there is often insufficient time to gather an adequate 

number of observed trajectory points.  This poses a new and challenging 
problem for trajectory prediction, requiring models to make accurate predictions 
based on observed trajectories of arbitrary lengths.



Background & Motivation
• We note that longer trajectories often contain more temporal information, which 

can potentially lead to higher prediction accuracy compared to shorter 
trajectories. However, as the number of observed trajectory points increases, 
additional interference might be introduced.
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