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Inpainting model cannot be aligned with human preferences
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How to align the existing inpainting model with human preference?

Given image prompt

Various Results

Bad × Good √

We train a reward model that can distinguish good from bad.



HumanPreference-Centric Dataset for Reward

1. Prepare prompts: warping & outpainting 2. Professional Labelling: comprehensive criteria

3. Dataset preprocess: weighted scores & normalizations 4. Train a reward model: regression or classification
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HumanPreference-Centric Dataset for Reward

Our reward model distinguishes between good from bad 

with high anlignment with human preference.

Score: - 0.3227 Score: 0.2021 Score: 0.6277Score: 0.0145Score: - 0.3155Score: - 0.4332 Score: 0.7623

Score: - 0.6264Score: - 0.6512 Score: - 0.6201 Score: - 0.5864 Score: - 0.4197 Score : 0.1048 Score: 0.7073



We adopt a reinforcement learning process to fine-tune the distribution of a pretrained 
diffusion model for image inpainting in the direction of higher reward.

We theoretically derive its error upperbound, which can 
facilitate there inforced training process in terms of both 

efficacy and efficiency.

The precision of the reward model assumes a pivotal function 
within this learning framework asit directs the optimization 

trajectory.



Experiment Results

We compared our PrefPaint with SOTA methods both quantitatively 

to demonstrate the advantage of our method. 
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For Novel View Systhesis



For Image FOV Enlargement



PrefPaint
Project page: https://prefpaint.github.io/ 


