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Online Calibration via Adaptive Risk Control

4 Worst-case deterministic guarantees (informal) [1]

For any data sequence {(X¢, Y:)}:>1 and specified reliability level o € |0, B|
the long-term risk satisfies
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d Asymptotic marginal guarantees (informal) [2]

For i.i.d. data sequences (X;,Y;) ~ Pxyand loss £(C,y) = 1{y ¢ C}, the
prediction sets satisfies asymptotic marginal coverage

lim Pr[Y ¢ Cr] = a

T — o0
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[1] Feldman, Shai, et al. "Achieving Risk Control in Online Learning Settings." Transactions on Machine Learning Research (2024).
[2] Angelopoulos, Anastasios Nikolas, Rina Barber, and Stephen Bates. "Online conformal prediction with decaying step sizes." ICML (2024).



Limitations of Marginal Risk Control
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We provide a novel online calibration algorithm that comes with worst-case
deterministic guarantees as well as asymptotic localized risk control.




Localized Risk Control

Localized risk controll3! control the risk for a class of covariate shifts

w(X)
Ex [w(X)]

L(C(X|Dea),Y)| < a, for all w(-) € W.

The degree of localization of the functions in set )V dictates the strength of
the guarantee.
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[3] Gibbs, Isaac, John J. Cherian, and Emmanuel J. Candés. "Conformal prediction with conditional guarantees." arXiv:2305.12616 (2023).



Localized Adaptive Risk Control

Localized Adaptive Risk Control (L-ARC) generates prediction sets based on a
threshold function g:(-) € G

Ci=C(Xt,9¢) =iy €V :s(Xe,y) < ge(Xy)} .
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Localized Adaptive Risk Control

Localized Adaptive Risk Control (L-ARC) generates prediction sets based on a
threshold function g:(-) € G

Ci=C(Xt,9¢) =iy €V :s(Xe,y) < ge(Xy)} .

The threshold g:(-) = fi(-) + ¢; consists of a function f:(-) within an RKHS
and a constant c¢; that are updated using an online kernel gradient descent rule.
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LARC Guarantees

2 Worst-case deterministic guarantees (informal) N

For any sequence {(Xt, Y:) }+>1 and reliability level o« € |0, B], the long-term risk
satisfies
B(9)

—Zﬁ (Xt 9t), Y1) — « SW‘FC(Q)-




LARC Guarantees

= Worst-case deterministic guarantees (informal) N

For any sequence {(Xt, Y:) }+>1 and reliability level o € |0, B], the long-term risk
satisfies

—ZC (Xt 9t), Y1) — « S%?—I—C(g)-

d Asymptotic localized guarantees (informal) A

For i.i.d. data sequences (X;, Y;) ~ Pxy L-ARC prediction sets provide
asymptotic localized risk control

- w(X)
imsupBx.y |

LIC(X,g7),Y)| < a+ AG,w).




LARC Guarantees

2 Worst-case deterministic guarantees (informal) N

For any sequence {(Xt, Y:) }+>1 and reliability level o € |0, B], the long-term risk
satisfies

—Zﬁ (Xt,9¢), Y1) —a <%+C(9).

4 Asymptotic localized guarantees (informal) )

asymptotic localized risk control

[ w(X)
Ex [w(X)]

lim sup ]EX,Y
T — o0
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rProportional to the degree of localization of functions in G and zero for constant
function, thereby recovering Adaptive Risk Control as a special case.




Example: Tumor Segmentation

Tumor segmentation with false negative ratio (FNR) guarantees.

Calibration data is from 5 different datasets.

In L-ARC, the length scale [ of the kernel controls the localization of the
threshold function.



Example: Tumor Segmentation

Tumor segmentation with false negative ratio (FNR) guarantees.

Calibration data is from 5 different datasets.

In L-ARC, the length scale [ of the kernel controls the localization of the

threshold function.
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Example: Tumor Segmentation

Tumor segmentation with false negative ratio (FNR) guarantees.

Calibration data is from 5 different datasets.

In L-ARC, the length scale [ of the kernel controls the localization of the

threshold function.

For increasing localization, L-ARC
provides a more balanced risk control
across the 5 different data sets.
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Conclusion

We proposed Localized Adaptive Risk Control (L-ARC), an online calibration

scheme offering both worst-case deterministic and asymptotic localized risk
control.

In a variety of experiments, L-ARC is shown to provide more balanced and fairer
risk control as compared to ARC.

Thank you for your attention! For more details:
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