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• In recent years, graph structure data has been widely used for characterizing 

pairwise relationships among the components of complex systems. GNNs and  

their related approaches (e.g. GAEs) have been proposed for graph-based tasks.

Challenges
• The limitation for multiple downstream tasks.

• The over-smoothing problem.

Background
HC-GAE: The Hierarchical Cluster-based Graph Auto-Encoder for Graph Representation Learning



• We propose a novel Hierarchical Cluster-based GAE (HC-GAE) for graph 

representation learning.

• We propose a new loss function for training the proposed HC-GAE model.

• We evaluate the performance of the proposed HC-GAE model on both node 

and graph classification tasks, demonstrating the effectiveness of the proposed 

model.
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Framework
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The architecture of our proposed HC-GAE model.



Encoder & Decoder
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our proposed layer in the GNN encoder.

our proposed layer in the GNN decoder.



Loss Function
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Update



Experiments
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