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Overview



Key Ideas

Our goal is to build a head avatar framework that achieves single 
forward reconstruction with one image and real-time reenactment. 

• To achieve this, we propose a dual lifting method that lifts 3DGS from a single image.  

• Then we blends 3DMM-based expression Gaussians to achieve re-reenactment. 

• We also use 3DMM prior to constraint the lifting process and using a fast neural 
rendering module to refine the Gaussian Splatting result.



Different from Related Works
One-shot reconstruction No per-ID optimization Real-time reenactment

ROME ✔ ✔ ✘

OTAvatar ✔ ✘ ✘

HideNeRF ✔ ✔ ✘

GOHA ✔ ✔ ✘

GPAvatar ✔ ✔ ✘

Real3DPortrait ✔ ✔ ✘

Portrait4D-v2 ✔ ✔ ✘

 Gaussian Head Avatar ✘ ✘ ✔

FlashAvatar ✘ ✘ ✔

GAGAvatar (Ours) ✔ ✔ ✔
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Data & Training
• Data 

• We use video data from VFHQ to train our model. 

• Training process 
• All frames are tracked with head tracker to get FLAME params and camera pose. 
• During training, we sample two frames from the same video, one as the source 

image and the other as the driving image and target image. 
• Training target 

•  
• We require the prediction image to be consistent with the target image. 

•  

• We require the lifting point to be close to the 3DMM vertices.

ℒimage = | | Ic − It | | + | | If − It | | + λp( | |φ(Ic) − φ(It) | | + | |φ(If ) − φ(It) | | )

ℒlifting = | |P3dmm − {argminq∈Gpos
∥p − q∥ ∣ p ∈ P3dmm} | |



Our method works well in reconstruction quality and expression 
accuracy while achieving real-time rendering speed.

Results



Results
These visualizations demonstrate the generality and robustness of our 
approach across various inputs, driving poses and expressions.



Results
Our approach provides video stability without further processing.



More results can be found in paper and project website.

Results
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