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Background: 3D Object Removal

Given: Motivation:
Images « 3D representation (e.g. NeRF) learns from pixels.
* Thereis no supervision in the occluded area.
Masks
* We need to fill in the pixels in the masked area.
Target:
Novel Views

w/o object



&l Background: Diffusion Inpainting Method

Diffusion Models: State-of-the-art 2D inpainting method

s stabilityai ' stable-diffusion-2-inpainting © ©like 436

E Image-to-lmage & Diffusers & Safetensors  StableDiffusioninpaintPipeline  stable-diffusion D arxiv:2112.10752 3 arxiv:2202.00512 9 arxiv:1910.09700

E]

License: openrail++

# Modelcard I Filesand versions Community DA [ Use this model

2 Edit model card

. . Downloads last month
Stable Diffusion v2 Model Card 555,387 A ’ \

This model card focuses on the model associated with the Stable Diffusion v2,

available here. Inference API © 4 Cold v
'® Image-to-Image

This stable-diffusion-2-inpainting model is resumed from stable-diffusion-2-

base (512-base-ema. ckpt) and trained for another 200k steps. Follows the mask-

generation strategy presented in LAMA which, in combination with the latent VAE Drag image file here or click to browse from your device

representations of the masked image, are used as an additional conditioning.

(Optional) Text-guidance if the model has support for it

Your prompt here...

Compute
</> View Code Maximize
Use it with the stablediffusion repository: download the 512-inpainting-
ema.ckpt here. *: Model tree for stabilityai/stable-diffusion-2-inpainting

Use it with &% diffusers Adapters Sificdals
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& Background: Motivation

3D Inconsistency
--> Geometric Mismatch

--> Blurred Results

Motivation:

Inpaint consistent results

for multi-view image input




@231 Background: Diffusion Models

Inpainted image is generated from a sampled (gaussian) noise, and denoised into a clean image iteratively (T ~ 0).

_ Reverse denoising process (generative)

/

N (x7;0,1 g
p(xr) = Nixr;0,1) o = po(xor) = p(xr) [ [ polxe—1lxt)
po(xt—1]xt) = N (x¢—1; po(xt, t), 071) yaus \
\W_/
Trainable network Initial Intermediate
(U-net, Denoising Autoencoder) Latent Latents

Solution: Align the latents for different input images to
achieve consistent multi-view inpainted images.
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gd Method Overview

A conditional-sampling-like approach:

Sample one view as the base view,
and align latents of other views with it

T

po(xo:r) = p(x7) | | Polxi—11%¢)
t=1

ELA: Explicit Initial Latent Alignment

Sample the initial (latent) noise according
to geometry clue of the 3D representation

ILA: Implicit Inter. Latents Alignment

Network predicts latent using shared
key and value attention elements

(a) Pretraining NeRF with inpainting prior

(b) Inpainting with latents alignment
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=24 Method: Explicit Initial Latent Alignment

ELA:
* Leverage geometric information to explicitly align the .

\\\

initial latent in 3D space B
ST

: : : LT NN
* Volume rendering using density o NN
\\

* Pixel-wise initial noise is sampled by

2T(r) = Zf‘i(l —exp (— U(Ti)d(Ti)))ZT(Ti), with 27 () = fp,i(zg,Ti)



ILA:

I — T
* Intermediate latents are predicted by inpainting network, which p
> 9 —>
could only be aligned implicitly
T
Zp
* Inpainting network use self-attention (SA) to infer noise prediction
: Self Attn Kp, Vp
Q:K;
SA(Q;, K;,V;) = Softmax v .
Vd T L
7
* We can inject the key (K) and value (V) from base view into current
> O —
denoising function ZT

| _ Qi( p)T) '
CVA(Qi, K, V,) = Softmax ( Nz Vp.
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g Method: Optimization

Loss function: L1 loss + perceptual loss + adversarial loss

Louer@) = D |[E6(0) = Z(0)||, + LipiosFo(0), Z(0)) + Laas (B (0), ()

P e Psub

ILA

(a) Pretraining NeRF with inpainting prior (b) Inpainting with latents alignment
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View
#1

View
#2

(a) Original Image (b) Inpainted by Stable Diffusion (c¢) Inpainted by Ours



Training Inputs

SPIn-NeRF

NeRFiller

InFusion

Ours
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esults: Self-Collected Dataset
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Training Input NeRFiller InFusion
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Thank you



