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I. Background – Large Foundation Model
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 Deployment of Large foundation models: 
 1024x1024 diffusion model; 70B parameters vision-language model.
 How to deploy such large models on single 6GB iPhone 16 pro max ? 

How to deploy?



I. Background – Model Compression 

 Quantization: replaces FP16 with quantized INT4, INT2
 Popular compression method with significant efficiency enhancement.
 2.78x memory compression, 1.44x generate speed up but accurate drop.

Technical Parameters Existing 
Metrics

Expected 
Metrics

Model Parameters 7B 3500M

Mobile Platform 
(iPhone 14 Pro Max)

Model Inference 
Speed (token/s) 50 token/s 80 token/s

Peak Memory Usage 
(GB) 12G 6G

Model Power 
Consumption (W) 100W 50W

Robot Platform 
(Jetson Xavier)

Model Inference 
Speed (token/s) 10 token/s 20 token/s

Peak Memory Usage 
(GB) 12G 4G

Model Power 
Consumption (W) 20W 6W

After 
quantization



III. Efficient Sampling – V-QLM

4Wang, Changyuan, Ziwei Wang, Xiuwei Xu, Yansong Tang, Jie Zhou, and Jiwen Lu. “Q-VLM: Post-training Quantization for Large Vision-
Language Models.“ (NeurIPS), 2024. (GitHub 33 stars.)

 Deployment of 4-bits Large Vision-Language models :
 Conventional methods search the layer-wise rounding functions.
 Leverage Entropy to mine cross-layer dependency for block-wise search.

Layer k

Layer k+1

Layer k+2

…

…

Conventional PTQ

Quantization Error

Q-VLM

Quantization 
Error

Cross-layer
Dependency

Cross-layer
Dependency

Rounding

Jointly Search

Jointly Search

Ground Truth



5

III. Efficient Sampling – V-QLM

layer-wise search

block-wise search

 Experiments:
 We compresses the memory by 

2.78x and increase the generate 
speed by 1.44x about 13B LLaVA
model without performance 
degradation on diverse multi-
modal reasoning tasks.
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