
Embedding Trajectory for Out-of-Distribution 
Detection in Mathematical Reasoning

u Abbreviations: In-Distribution -> ID; Out-of-Distribution -> OOD; Mahalanobis Distance -> MaDis

Inapplicability of  Static Embedding Method in Mathematical Reasoning

Static Embedding Method (Traditional): 
MaDis between the new sample embedding and ID embedding 
distribution in static input or output space.

Why Static Embedding Method Inapplicable:
l Input space exhibits vague clustering features across domains.

l Output space of mathematical reasoning exhibits high-density 

characteristics with significant overlap between different domains  

->  “Pattern Collapse”

Ø Expression-level: Output is symbolic/scalar (1,2,x,y…) -> 

compress the search space.

Ø Token-level: Sequence tokenization used in GLMs allows for 

substantial token sharing among mathematically distinct 

expressions 

(2822 ->  [‘2’, ‘8’, ‘2’, ‘2’], 8122/8 -> [‘8’, ‘1’, ‘2’, ‘2’, ‘/’, ‘8’], …)

• First, we fit all ID embeddings at each layer 𝑙 to a Gaussian distribution 

𝓖! = 𝒩 𝝁!, 𝚺!
• Next,	for	a	new	sample	with	𝑦! be	its	embedding	at	layer	𝑙,	we	map	it	to	its	MaDis

𝑓 𝒚! = 𝒚! − 𝝁! " 𝚺! #$ 𝒚! − 𝝁! (1 ≤ 𝑙 ≤ 𝐿)

• Finally,	we	average	all	adjacent-layer	volatilities	|𝑓(𝒚!) − 𝑓(𝒚!#$)| as	the	final	trajectory	volatility	score
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• First,	We	define	the	𝑘-order	embedding	and	Gaussian	distribution
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• Next,	we	map	∇&𝒚! to	its	MaDis
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• Finally,	we	define	the	trajectory	volatility	score	after	differential	smoothing
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∇&𝑓 𝒚! − ∇&𝑓 𝒚!#$ (𝐓𝐕 𝐒𝐜𝐨𝐫𝐞 𝐰/ 𝐃𝐢𝐒𝐦𝐨)

TV Score: Trajectory-based OOD Detection Method

Experiments

Paper Github

• For ID data, GLMs largely complete 

reasoning in the mid-to-late stages 

( -> “Early Stablization” ), and simple 

adjustments are enough after that.

• For OOD data, GLMs can still not 

complete accurate reasoning at a 

later stage, can only randomly switch to 

a specific output pattern.
Change curves of embedding differences between neighboring hidden layers under ID and OOD data (Llama-2-7B)

• “pattern collapse” causes the 

convergence of the trajectory endpoints 

of different samples -> leading to 

significant trajectory differences 

across samples.

Ø What is the Embedding Trajectory?  𝒚! is the sentence embedding at layer 𝑙, the embedding trajectory is formed as a progressive 

chain of these embeddings: 𝒚𝟎 → 𝒚𝟏 → ⋯ → 𝒚! → ⋯ → 𝒚𝑳

Why Dynamic Embedding Trajectory Applicable?


