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Background

• Heterogeneous Graph and Meta-path



Background

• Classification of Heterogeneous Graph Neural Networks

• Metapath-based methods: First 
capture structural information from 
the same semantic relationships, then 
fuse different semantic vectors to 
generate the final output.

• Metapath-free methods: Capture 
structural and semantic information 
simultaneously.



Motivation

Two conclusions：
• A small number of meta-paths provide major contributions.
• Certain meta-paths can have a negative impact for heterogeneous 

graphs.



LMSPS

• Main Challenges:
• Balancing Efficiency and Effectiveness: How to retain as much heterogeneous information 

as possible while reducing computational costs under the presence of heterogeneity.
• Overcoming Over-smoothing Problem: Over-smoothing is a classic issue when graph neural 

networks utilize long-range dependencies. It is also necessary to consider how to overcome 
the over-smoothing problem in heterogeneous graphs.

• Enhancing Generalization: How to make the discovered meta-paths effective on other 
HGNNs.

• Core Idea of LMSPS:
• The proposed method falls into the category of meta-path-based approaches. It leverages 

meta-path search to identify effective meta-paths and eliminate ineffective or redundant 
ones.

• Key idea:
  Focusing on Long-range Dependency Issues in Large-scale Heterogeneous Graphs



LMSPS

Strategies for Enhancing Efficiency:
• Progressive Sampling Search: To overcome efficiency challenges, only a portion of the meta-

paths participate in updates during each iteration. Meanwhile, the search space gradually 
decreases throughout the search process.

Balancing Efficiency and Effectiveness



LMSPS

Strategies for Improving Effectiveness:
• Sampling Evaluation: Within the compressed search space, a subset of meta-paths is sampled at 

each evaluation to assess performance. The subset of meta-paths with the minimum validation 
loss is selected as the final outcome.

Balancing Efficiency and Effectiveness



LMSPS

Over-smoothing Issue: As depth increases, node embeddings tend to become similar
• Solution Approach: Each target node aggregates different neighboring nodes under the 

constraint of effective meta-path instances.

Overcoming the Over-smoothing Problem



LMSPS

Scheme for Enhancing Generalization: Utilizing Pure MLP Architecture
• Compared to Transformers, MLPs involve less inductive bias, meaning there is less human 

intervention. This allows the search results to be unaffected by specific modules.

Enhancing Generalization



Experiments

• Performance comparison



Experiments

• Memory cost and training time comparison



Experiments

• Study of maximum hop and search algorithm



Experiments

• Generalization and ablation study



Conclusion

• We propose a novel meta-path search framework termed LMSPS, which to our knowledge 
is the first HGNNs to utilize long-range dependency in large-scale heterogeneous graphs.

• To search for effective meta-paths efficiently, we introduce a novel progressive sampling 
algorithmto reduce the search space dynamically and a sampling evaluation strategy for 
meta-path selection.

• Moreover, the searched meta-paths of LMSPS can be generalized to other HGNNs to boost 
their performance.

• We find that: 1) A minority of meta-paths provide the main contributions; 2) Certain meta-
paths have negative impacts on heterogeneous graphs. These findings offer certain 
guidance on how to utilize meta-paths in heterogeneous graphs.



End

Thanks for your attention!


