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Background

• Precipitation patterns are central to human 
and natural life

• Simulations are challenging due to the 
multi-scale variability of weather systems 
and the influence of complex surface 
features

• Fluid-dynamical models of the global 
atmosphere are too expensive to run 
routinely at such fine scales



Goal

• Traditional downscaling methods are either 
dynamical or statistical

• Our work builds on vision based 
super-resolution methods to improve 
statistical downscaling

• Our objective is to transform a sequence 
(“video”) of low-resolution precipitation 
frames into a sequence of high-resolution 
frames



Deterministic methods and mode averaging

• Deterministic methods for these problems 
often lead to visual artifacts from mode 
averaging

• A natural alternative to prevent mode 
averaging is generative modeling

• To that end, we propose SpatioTemporal 
Video Diffusion (STVD)
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Approach

• Our model combines a mean super-resolved 
sequence from deterministic downscaling 
module with a stochastic residual sequence 
from a conditional diffusion model

• Our model outperforms six strong 
super-resolution baselines across multiple 
criteria

• Our approach captures key characteristics of 
precipitation and trained end-to-end, inspired 
from predictive-coding
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Method

 

Implemented as 
UNets with 

spatio-temporal 
factorized attention 
and feature sharing
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Realism-Distortion Tradeoff 1

• MSE measures accuracy, but conflicts with 
perceptual quality

• PE proxy for realism, captures extreme 
events crucial for flood forecasting and 
disaster mitigation

• More sampling steps increase MSE, but 
improve realism

• Depending on the application, practitioners 
can balance the tradeoff effectively

1 Blau, Yochai, and Tomer Michaeli. "The perception-distortion 
tradeoff." Proceedings of the IEEE conference on computer vision 
and pattern recognition. 2018.

Perception Distortion tradeoff is commonly observed in the natural 
image domain. Perception/Realism measures the model’s ability to 
unconditionally generate realistic samples irrespective of the 
context. While often measured by FID, we use the model’s ability to 
match the ground truth precipitation histograms as a measure of 
realism.



Annual Trends

• Annual precipitation patterns are crucial for 
long-term water availability

• Fine-grid topography input enables accurate 
replication of high-precipitation regions

• Baseline models show faster spectral decay 
than STVD



Stochastic Variability

STVD can 
produce multiple 
consistent 
samples that are 
each compatible 
with the 
coarse-grid 
reference 
simulation video

To analyze model 
stochasticity 
more effectively, 
we also include a 
variance map 
over these 
sample

In this map, red 
regions highlight 
areas of high 
variance, while 
blue regions 
indicate low 
variance 


