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Introduction 

Diffusion models allow people to create visual content with text 
prompts for video generation.

Current SOTA Video Generation 
Model is not user friendly

High-memory consumption

Slow inference speed



Video Diffusion models are Memory and 
Computation Intensive

• Video Diffusion models need to 

inference multiple frames in a forward 

computation, leading ultra-high 

memory usage.

• High resolution video generation are 

slow in inference and usually get out-

of-memory error.

• Unfeasible for consumer GPUs.



Streamlined Inference Framework

• Training Free

• Reduce Denoising Steps

• Preserving models performance



Feature Slicer and Operator 
Grouping with Pipeline 

• Video Diffusion Models commonly 
adopt spatial-temporal architecture.

• Feature Slicer:
• Spatial layer – slicing temporal dim

• Temporal layer – slicing spatial dim

• Operator Grouping and pipelining:
• Group as much as out-of-place operation



Step Rehash

• The high similarity of features 
after temporal layers.

• By reuse the high similarity 
features, we can reduce 
inference time.

• where-to-skip → when-to-skip



Experiments Results
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More Results



Thank You!
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