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Overview

● Lumina-T2X proposed a versatile generative framework for multiple modalities  

● Flow-based Large Diffusion Transformer (Flag-DiT)
○ Flow Matching Formulation

○ QK-Norm + RMSNorm

○ Zero-Init Attention

○ RoPE

○ …..

● 5B Flag-DiT with a 7B LLaMA

● Text-to-Image, Video, Multiview, 

and Audio Generation



Overview

● Introduce Lumina-Next, making 

our model stronger and faster! 
○ Improved Architecture

○ Stronger Extrapolation

○ Faster Sampling

○ More Languages

○ More Modalities



Improved Architecture - Next-DiT

● Cumbersome 1D RoPE + learnable tokens -> 3D RoPE

● Training&Inference instabilities -> Sandwich Normalization

● Huge memory bandwidth -> Grouped-Query Attention

● Faster convergence on ImageNet



Stronger Resolution Extrapolation

● Naive methods: Position Interpolation (global), NTK-Aware Scaled RoPE (local)

● Frequency-Aware Scaled RoPE

● Time-Aware Scaled RoPE



Stronger Resolution Extrapolation

● The improved architecture and 

Time-Aware Scaled RoPE 

enables efficient and flexible 

resolution extrapolation with any 

aspect-ratio



Faster Sampling

● The overall time complexity of sampling can be written as N × T
○ Number of function evaluations N 

○ Inference time of a single function evaluation T

● Fewer sampling steps
○ The time discretization errors of flow models are different from diffusion models

○ Propose new time schedules integrated with higher-order ODE solvers

○



Faster Sampling

● Fewer sampling steps
○ The time discretization errors of flow models are different from diffusion models

○ Propose new time schedules integrated with higher-order ODE solvers



Faster Sampling

● Faster network evaluation
○ Context Drop reduces spatial redundancy of key and value tokens by average pooling

○ Add time-awareness tailored for denoising process



Stronger Language Understanding

● Instead of using CLIP or T5 as text 

encoder, Lumina-Next uses 

decoder-based LLM, like Gemma

● LLMs exhibit much strong language 

understanding capabilities, which 

enables zero-shot multilingual 

generation



Stronger Language Understanding

● Understanding Emojis



Stronger Language Understanding

● Understanding Chinese poems



Stronger Language Understanding

● Understanding long 

and detailed prompts



More Modalities

● Multiview and point cloud



More Modalities

● Audio and music generation

A honking horn from an oncoming train A large bell rings out multiple times



More Modalities

● Audio and music generation

This instrumental progressive rock song features a complex, electric guitar solo 
with impressive tapping techniques.

The upbeat instrumental song features punchy digital drums, lively piano 
harmony, and funky bass line, accompanied by perky synthesised violins and 
various background sounds superimposed by music, creating a happy and 
lively atmosphere with a fast tempo and a sound of beeping.



More Modalities

● Beyond generation, we can 

easily adapt Lumina-Next to 

any resolution recognition



Thanks for Listening!

Code & Model


