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Overview

e Lumina-T2X proposed a versatile generative framework for multiple modalities

e Flow-based Large Diffusion Transformer (Flag-DiT)

o Flow Matching Formulation
o QK-Norm + RMSNorm
o  Zero-Init Attention

o RoPE
e 5B Flag-DiT with a 7B LLaMA
e Text-to-Image, Video, Multiview,

and Audio Generation
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Overview

e Introduce Lumina-Next, making

our model stronger and faster!

(@)

(@)

Improved Architecture
Stronger Extrapolation
Faster Sampling
More Languages

More Modalities

Resolution Extrapolation : The majestic Eiffel Tower standing tall against the Parisian skyline at dusk.

L

*

‘ 2048x2048
Resolution Extrapolation (2K): Inka warrior with a war

make up, medium shot, natural light, Award winning wildlife.

+ 4

Multi-view: Elegant figurine of a girl with blue hair, wearing a golden dress and headpiece.
Audio: A dreamy and trippy instrumental jam with an easygoing and mellow single electric guitar playing a simple tune,

accompanied by a guitar solo, echo, and effect peda.

Point Cloud: A blue chair with long red chair legs.

Resolution Extrp olation (2K): A regal swan glides
gracefully across the surface of a tranquil lake, its snowy
white feathers ruffled by the gentle breeze.

1024%4096*




Improved Architecture - Next-DiT

Cumbersome 1D RoPE + learnable tokens -> 3D RoPE
Training&lnference instabilities -> Sandwich Normalization

e Huge memory bandwidth -> Grouped-Query Attention

e Faster convergence on ImageNet

Mean of Activation Norms

x10* X106 55
71 —— Mean - w/ sandwich norm A\ 250
Mean - w/o sandwich norm ’/; \ 10
L
6 ---- Max-w/ sandwich norm [ 225
== Max - w/o sandwich norm i |4 20
5 ik 088 200
/ £
b 2
Pl 175
4y {1 06§ 15 —— siT
i g g — FIag-DlT 1505

a it g —— Next-DiT
Qs 10 125
9 4 o 100

/ 0.2
1 =
% 5 75
0 0.0 50
100K 200K 300K 400K 500K 600K 700K 800K 900K

0 5 10 15 20 25 30
Layer Step



]

Wavelength
s

Stronger Resolution Extrapolation

e Naive methods: Position Interpolation (global), NTK-Aware Scaled RoPE (local)

e Frequency-Aware Scaled RoPE

e Time-Aware Scaled RoPE

—=— Extrapolation

“1 —=— Interpolation
—=— NTK-aware.

—=— Frequency-aware.
«- Time-aware.
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(f) Frequency-aware (g) Time-aware
Scaled RoPE Scaled RoPE Scaled RoPE

(a) Wavelength of the RoPE embeddings (b) Original Resolution (c) Position Extrapolation (d) Position Interpolation (e) NTK-aware
under different strategies (1K Inference)
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MultiDiffusion

DemoFusion

Lumina-Next

Stronger Resolution Extrapolation

e The improved architecture and i--i-.-ﬁ
e Ll

Time-Aware Scaled RoPE

enables efficient and flexible

resolution extrapolation with any m
aspect-ratio

Lumina-Next (1K) SDXL PixArt-a MultiDiffusion DemoFusion ScaleCrafter Lumina-T2I Luina-Next



Faster Sampling

The overall time complexity of sampling can be writtenas N x T

(@)

(@)

Fewer sampling steps

(@)

(@)

Number of function evaluations N

Inference time of a single function evaluation T

The time discretization errors of flow models are different from diffusion models

Propose new time schedules integrated with higher-order ODE solvers
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Faster Sampling

e Fewer sampling steps

o The time discretization errors of flow models are different from diffusion models

o Propose new time schedules integrated with higher-order ODE solvers

10 Steps 5 Steps 10 Steps 5 Steps 10 Steps

SDXL

PixArt-a
+DPM-Solver +DPM-Solver

Lumina-Next
+Midpoint Solver




Faster Sampling

e Faster network evaluation

o Context Drop reduces spatial redundancy of key and value tokens by average pooling

o Add time-awareness tailored for denoising process

= Baseline
Context Drop
Flash Attention
= Flash Attention + Context Drop

w/o Context Drop

50.3

! 0OM! 0OM!

1024x1024 2048x2048
Resolution

Context Drop 75%



e Instead of using CLIP or T5 as text

encoder, Lumina-Next uses

_PixArt-or

decoder-based LLM, like Gemma

Lumina-Next

e LLMs exhibit much strong language

understanding capabilities, which

enables zero-shot multilingual

PixArt-o
&

generation

Lumina-Next
=] 3

Polish : Wi kijska, B
fign,  najwyssza jakodd Ukiyo-e, oL L) oS n
okres Edo A




Stronger Language Understanding

e Understanding Emojis

Lumina-Next

n the .

- - A small @ and & with " "

cloud shaped like the & emoji casts & with ¥ in the 2 with ¥ in the i Cwd 2 ¢ playing ® “# wearing ** flying on #
a soft, golden light over the scene @ emoji in the Sahara desert playing 2 ying




Stronger Language Understanding

e Understanding Chinese poems

Gemma-2B

InternLM-7B
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Stronger Language Understandin

Understanding long

and detailed prompts

A young gl plays joyfully with a small, luffy white dog ona An elderly man sits comfortably in a cozy library, readinga A serene, coastal fishing village nestled along a rocky shoreline.
sandy beach. She's wearing a pink swimsuit with white polka  thick, leather-bound book. He's wearing a grey cardigan overa Quaint, colorful houses with terracotta roofs line the narrow,
dots and a matching headband. Her blonde hair is tied into white shirt, with round spectacles perched on his nose. His cobblestone streets. Fishing boats bob gently in the harbor, their
pigtails. The girl and the dog run towards the gently crashing  white hair is neatly combed back. Behind him, wooden nets drying in the sea breeze. Seagulls circle overhead as the
waves, leaving footprints behind them. In the distance, there  bookshelves are filled with rows of books, some old and some ~ sun casts a golden glow over the calm, turquoise waters.
are colorful beach umbrellas and people lounging on beach  new. A vintage lamp on a side table casts a warm light,
towels. The sky is clear and blue, with seagulls soaring above.  illuminating his serene face. A classic grandfather clock ticks

softly in the background.

A grand, medieval castle perched atop a rocky cliff, overlooking r

a vast, undulating landscape of forests and meadows. The R
castle's imposing stone towers and turrets rise majestically ik, 1253 RN . le/ ELZIEI, %5‘?“1'1" ﬁﬁﬂqtm —HABIRL
against a backdrop of a brilliant blue sky. A drawbridge spans a LZEXRMNEES, —1 NBETE, BHEEIE SNR—RMAEN

ERAES|. £ '\xmmcmm:, PREBEES LY

deep, mist-filled moat, and banners flap in the gentle breeze, o BEASENRT K

displaying regal coats of arms.



Input Text & Image condition Text condition

More Modalities

Ghostly figure cating burgers and fries, wearing a white sheet.

+

Detailed 3D model of a red rose with green leaves.

e Multiview and point cloud
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Airplane

Lamp (

S 'l[é,
Figurine of a girl in a blue hooded outfit, with starry cyes and a cute smile.
Chair
Stylized pistol with wooden grips and detailed engravings.
256 Points 512 Points 1024 Points 2048 Points 4096 Points 8192 Points ﬁ

Detailed character model of a muscular man in a futuristic outfit with robotic arms.



More Modalities

e Audio and music generation

Audio/Music Autoencoding

BxTxC
Audio/Music Audio/Music
Encoder Latent Decoder

Training Inference X
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Lumina-Next
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A honking horn from an oncoming train A large bell rings out multiple times



More Modalities
e Audio and music generation

0

This instrumental progressive rock song features a complex, electric guitar solo
with impressive tapping techniques.

0

The upbeat instrumental song features punchy digital drums, lively piano
harmony, and funky bass line, accompanied by perky synthesised violins and
various background sounds superimposed by music, creating a happy and
lively atmosphere with a fast tempo and a sound of beeping.



More Modalities

e Beyond generation, we can
easily adapt Lumina-Next to

any resolution recognition I

Table 1: Comparison of Next-DiT with DeiT [73]
on ImageNet classification.

Model ‘Params| Setting ’Raolution‘Top-l Acc(%)
DeiT-base [73]| 86M 300E 224 x 224 81.8
Next-DiT 86M 100E |224 x 224 81.6
Next-DiT 86M 300E 224 x 224 823
DeiT-base [73]| 86M 300E Flexible 67.2
Next-DiT 86M [300E+30E| Flexible 842
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Figure 19: Performance of Next-DiT
across different resolutions.
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Thanks for Listening!

Code & Model
. |}




