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Background

Weather forecasts are important and varied.

Medium-Range ForecastsPrecipitation Nowcasting
time

30min 60min 90min 120min … 1day 3day 5day 7day …

Short-term planning Long-term strategic

Should I bring an 

umbrella when going out?

How to plan maritime 

trade routes?

Gap

Local vs. Global

Minute-level vs. Day-level



Challenge and Motivation

weather state

at time t

weather state

at time t+1

AI model

Black-box

Challenge: Existing black-box AI models are unable to generalize at finer temporal scales beyond the 

inherent time resolution of the training datasets due to the absence of fine-grained physics modeling.

What is the weather state at (t+0.5)?

What physics did the model learn?
Don't know.



AI model

Physical Priors

Challenge and Motivation

weather state

at time t

weather state

at time t+1

What is the weather state at (t+0.5)?

What physics did the model learn?

൝
Δ𝑢 = PDESolver𝑢(𝑢, 𝑣)
Δ𝑣 = PDESolver𝑣(𝑢, 𝑣)

→ ቊ
𝑢t+0.5 = 𝑢t + Δ𝑢 × 0.5
𝑣t+0.5 = 𝑣t + Δ𝑣 × 0.5

Momentum Theorem

Conservation of Energy

…

…



Method Overview



Pipeline



Pipeline

Specifically, to enable our model to generalize at a finer-grained temporal resolution, we employ PDEs to 

model the evolution at a finer time scale:

For example,for temperature T, its derivative with respect to time is shown below:

Calculating SPDE requires the use of differential and integral operations. We designed a fast implementation 

of differentiation and integration through convolution and matrix multiplication respectively.



Pipeline

· Adaptive Router

· Lead Time Conditional Decoder

• The physics module performs the main fine-

grained simulation.

• AI module performs dynamic bias correction 

to eliminate the cumulative error.



Experiment

· Try to answer the following questions:
(1) How does the model perform on the medium-range forecasting task?

(2) How does the model perform on the generalized 30-minute nowcasting task?

(3) As a hybrid expert model of AI and physics, what roles do they each play?

(4) How do PDE kernel and multi-lead time training contribute to the overall performance?

· Dataset

The 13 levels are 50, 100, 150, 200, 250, 300, 

400, 500, 600, 700, 850, 925, 1000 hPa.

· Hyperparameter



Experiment

· Skillful Medium-Range Forecasts by WeatherGFT



Experiment

· Generalizing to Fine-grained Time Scale for Nowcasting

60-min and 120-min are trained lead times, while 30-min and 90-min are generalized lead times. Gray represents the 

results obtained through the frame interpolation model, purple indicates the results obtained through our unified model 

without interpolating. For precipitation nowcasting, CSI (Critical Success Index) is the most important metric.



Experiment

· Generalizing to Fine-grained Time Scale for Nowcasting



Experiment

· Forecasts can Benefit from Physics and AI via WeatherGFT

a) The physical weight of the vast majority of HybridBlocks is significantly higher than the weight of AI, which shows 

that in the process of simulating time evolution, the PDE kernel plays a more important role, while the Attention 

Block only plays a supportive correction role. 

b) The physical weight gradually decreases while the weight of AI increases throughout each hour (dataset time 

resolution). This aligns with our underlying motivation, which acknowledges that errors may accumulate over time 

in the physics-based evolution. 

Consequently, a greater emphasis on AI corrections becomes necessary to compensate for these accumulated errors.



Experiment

· Ablation Studies

Multiple lead time training accelerates con vergence and 

improves the accuracy of model prediction, as shown in 

the figure. We hypothesize that this phenomenon can be 

attributed to the loss backward from different lead times, 

which alleviates the issue of vanishing gradients, 

allowing the parameters of different layers to quickly 

warm up and improve the expression of the model.



Conclusion

Most existing data-driven weather forecast methods which operated as black-

box models via purely performing data mapping are unable to generalize at 

finer temporal scale beyond the inherent time resolution of the training datasets 

due to the absence of the fine-grained physics modeling. This paper proposes a 

physics-AI hybrid model to solve this problem. Through the exquisitely 

designed PDE kernel, each block in the networks can simulate the evolution of 

physical variables at finer-gained time step, while AI plays the role of adaptive 

correction, which makes our model capable of generalizing predictions to a 

finer time scale beyond dataset. By employing our proposed multi-lead time 

training strategy, our model trained on an hourly dataset exhibits remarkable 

ability of generalized 30-minute forecasts, achieving SOTA performance in 

both medium-range forecast and precipitation nowcast.



Thanks.
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