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Introduction & Background



I A Motivation Example

Task Instruction: You are in the middle of a =~ Agent: &5 to sinkbasin 1_ )
room. Looking quickly around you, youseea = Observation: On the sinkbasin 1, you see

Task: clean the soapbar cabinet 4, a cabinet 3, a cabinet 2, a cabinet 1,| nothing.
a countertop 1, a garbagecan 1, a handtowel- | Agent: clean soapbar 1 with sinkbasin 1
and pllt it in cabinet. holder 2, a handtowelholder 1, a sinkbasin 2, | (Observation: You clean the soapbar 1 using

a sinkbasin 1, a toilet 1, a toiletpaperhanger
1, and a towelholder 1. Your task is to: clean
b d put it in cabinet. . : ‘
;0;};;0;3&2{ afind-egum:' b*eng f:s Ins Observation: The cabinet 1 is closed.
Agent: go to countertop 1 Agent: Hpen cabinet 1 _
Observation: On the countertop 1, you see a Observation: You open the cabinet 1. The

the sinkbasin 1.
Agent: go to cabinet 1

The soapbar IS most candle 3, a candle 1, a soapbottle 1, a spray- cabinet 1 is open. In it, you see a soapbottle
. . . bottle 2, and a toiletpaper 2. 2
Ilkely In the tO'let, but the ?}%ﬁﬂt: go to C%‘;jnﬂtl}) ) : y ‘ Agent: close cabinet 1 The agent Wants to
: servation: The cabinet 1 is closed. L p— :
agent first randomly R o - Observation: You close the cabinet 1. put the soapbar
. : # Hallucinatory action.
searches the cou ntertop Observation: You open the cabinet 1. The | Ag@nt: it seapbar T.1n/or cabinee | into the cabinet
. binet 1 i .Init, bottl Sk . .
and cabinet. ;a Tt T IS Opefl. T, YOU 566 2 S0APPOTE 1 Observation: Nothing happens. after Closmg the
Agent: close cabinet 1 Agent: check cabinet 1 binet
: : | g : cabinet.
Observation: You close the cabinet 1. Observation: Nothing happens.
# Blind trial-and-error ends. Agent: go to exit
Agent: go to toilet 1 Observation: Nothing happens.

Observation: On the toilet 1, you see a soap- Agent: exit
bar 1, and a spraybottle 3.
Agent: take soapbar 1 from toilet 1

Observation: You pick up the soapbar 1 from :
the toilet 1. Reward: 0.0

Observation: Nothing happens.

......
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I Background

agent model

r"""”{ trial-and-error E
=¥} correct path | } _~~a first step
- B~ : : need e
blind trial-and-error static prior knowledge
_ ; : : need :
- hallucinated actions dynamic state knowledge
. (%] o (a)
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I Introduction

agent model
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‘ hl'.'lutillﬂ'tﬂr!'
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Framework of WKM

Task: put two newspapers in drawer Planning Phase

4 (d) Planning with WKM B [ g
You are in the middle of a room. Looking quickly G‘%t agent model

Training Phase| |
|
| [around you, you see a amnchair 1, a cabinet 1, a
|
|
|

World Knowledge Model

(c) Model Training

@ input

drawer 2, adrawer 1, asofa ...
Task: put two newspapers in drawer.

37 knowledge model

ﬁTESK K.nowledge: : . : @ state knowledge base
s e When trying to place multiple ob‘JectS in a drawer,
Agent: go to fridge 1 You are in the middle of a room... you should firet It?cate all the objects, th?n g? tc.: o
Obs: The fridge 1 is closed Task: putacleaneggin ¥ drawer one.at atime, and place ealch object inside ' from:agent model
State Knowledge: Your task is microwave. e before closing the drawer. The action workflows are:
to ... You are checking ... Task Knowledge: " 1) Locate all objects. @ from knowledge model
Agent: open fridge 1 You should first find an egg and 2) Go to the drawer.
Obs: The fridge 1 is open. In it .. The workflows are: ... 3) Place one object in/on the drawer. . from environment
I 4) Close the drawer. \ J

* 5) Repeat steps 2-4 for each object.

eole el
fom (b) State Knowledge (a) Task Knowledge ¢~ I a (1-Y) Prnow+* Pagent N
Summarization Synthesm % s Agentjoofio sofa 1__ @ .;.

Obs: On the sofa i, you see a creditcard 2,a

™~ I newspaper 1. St |
l Task: put a clean egg in microwave tate Knowledge: Your task is to put two T go 1 [ g0
ewspapers in drawer. You are checking sofa 1 and take ] [_Jtake
Expert Trajectory $ Sampled Trajectory & 6 I here is a newspaper 1 on it. put 3 Bl put
Agent: go to fridge 1 Agent: go to countertop 1 at+ heat = s
Obs: The fridge 1 is closed Obs: On the countertop 1, you I 4 Agent] take }i®vepaper 1 from sofa 1 |  — ]
Agent: opefl fridgr:s 1 . see a creditcard 2, a dishsponge Obs: You pick up the newspaper 1 from the sofa 1.
O:s;::e;f:dg?;scope;n.;n it, IZ\ment- NS AT P ﬁState Knowledge: Your task is to put two 4 i
L t‘ltJuce1 up 3,acupl, O?JS' Or? e co:nte rto:2 i I newspapers in drawer. You are checking sofa 1 and &
R see a creditcard 1, a pen ;,ya pen have found one newspaper. Next you should find State knowledge will not
Agent: put egg 2 in microwave 1 | |2, a newspaper1... I another newspaper. ap:;eari;l }I;lje c_onttext' of
Reward:1.0 = _ @® o 1| e @ T e agent model during training
Qg TD Reward: 0.0 Qg? #r Agent: put newspaper 2 in/on the drawer 1 and inference.
I 3
k\ Y Y ) I \Fjeward. 1.0 J \_ )

0 We train a world knowledge model on the knowledge synthesized by the agent model itself
from both expert and explored trajectories, providing prior task knowledge to guide global
planning and dynamic state knowledge to assist local planning.
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Experiments: Main Results

Backbone | Method | ALFWorld | WebShop | ScienceWorld
| Seen Unseen | Seen Unseen
GPT-35-Turbo | oo\ - 8.57 5.97 44.37 15.41 13.99
GPT-4 44.29 38.05 62.76 67.32 65.09
@ REACT 7.86 5.22 14.63 20.72 17.65
@ Reflexion 11.56 6.00 16.64 21.07 18.11
Mistral7g | © NAT 64.43 68.96 61.01 57.12 50.79 WKM performs well
; © ETO 66.84 71.43 64.09 58.17 51.85 i
© KNOWAGENT | 7044  70.72 61.28 5932 4724 Comp_ared to V.aI'IOUS
WKM 7357503 7687450 | 6548 | 212280 siezsir 1| DASEliNes on different
@ REACT 6.43 2.24 5.93 3.58 3.51
@ Reflexion 7.14 2.99 7.71 4.94 3.93 models anc! datasets’
Gemmas | © NAT 67.86 65.88 55.82 47.63 44.98 outperformmg GPT-4 on
© ETO 66.43 68.66 62.67 50.44 47.84
© KNOWAGENT |  69.29 67.60 58.80 48.55 45.28 ALFWOrld and WebShop
WKM | 70.71 +1.42 7040 +1.74 | 63.75+1.08 | 53.68 +324 49.24 +1.40 |
@ REACT 2.86 3.73 19.32 24.76 22.66
@ Reflexion 4.29 448 22.73 27.23 25.41
Uamasgp | © NAT 60.71 59.70 61.60 55.24 48.76
ama-o- © ETO 64.29 64.18 64.57 57.90 52.33
© KNOWAGENT |  66.71 62.69 64.40 58.67 49.18
|| WKM | 68.57 +1.86  65.93 +1.75 | 66.64 +2.07 | 60.12 +1.55 54.75 +2.42 |
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I Experiments: Ablations

1 We analyze the effectiveness of task knowledge and state knowledge

respectively.
[] w/e all Ez] w/state [ w/ task w/ task&state
80 —5] 30 70
g FL =
70.67 [
E 70_ 69.40 it 7‘}_ 60-
w 63.57 ksa] 52.78 preT 53.42 53.62
=1 han 50.32 51.52 e
£ 60+ 60- 50-
=
50 50 40
seen unseen seen unseen
ALFWorld WebShop ScienceWorld

Findings:

O The improvement through task knowledge is more pronounced than that through state knowledge.

O The impact of state knowledge is more significant on seen tasks compared to unseen tasks, while the influence
of task knowledge is sustainable across seen and unseen tasks.
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I Experimen’rs: Analysis of average planning steps and hallucinated action rates

» Average planning steps

» Hallucinated action rates

Method ALFWorld WebShop ScienceWorld Method ALFWorld
Seen Unseen Seen Unseen Seen Unseen
NAT 2327 2342 4.08 20.18 21.21 NAT 45.71% 50.00%
ETO 19.82  22.29 3.99 24.13  26.35 ETO 34.29% 36.57%
KNOWAGENT | 18.51 24.56 4.01 21.06 24.74 KNOWAGENT | 33.57% 44.78%
WKM 17.66 17.92 3.97 18.74 19.59 WKM 32.86% 29.85%

WKM can mitigate blind trial-and-error and reduce hallucinatory
actions. And it can maintain stability or even reduce the ratio on
unseen tasks.
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I Experiments: Other Interesting Analysis

» Weak-guide-strong (Mistral-7B guide » Unified WKM
GPT-3.5/4)
ALFWorld
Backbone | Method AL Harid |
ScienceWorld ALFWorld
Seen Unseen unseen unseen
REACT 8.57 597
GPT3.5-Turbo | M who state | 12.86  8.96
GPT— 4 REACT 4429 3805 Scif:l;c;ff::\l?lvarld WebShop
WKM w/o state | 50.71 47.01
—@— ETO ~—{— KnowAgent —@— NAT
—@— WKM-single-task WEKM-multi-task

1) The knowledge generated by Mistral-7B can effectively guide
the planning of GPT-3.5/4;

2) The unified parametric knowledge model jointly trained through
multi-task performs better than single-task training.

Background ‘ WKM Experimental Analysis

Take Away

13



Discussion & Take Away



I Discussion & Take Away

1) Our primary intention behind designing the WKM is to compensate for the lack of world
knowledge in the agent model. However, determining what a language model knows and
doesn’t know has been an ongoing challenge that remains unresolved.

d 2) Itis widely acknowledged that world knowledge extends beyond textual representations.
While our world knowledge is currently limited to textual information, exploring multi-modal
world knowledge models is indeed one of our important future tasks.

Q 3) Our world knowledge model cannot dynamically update with the changes of the world and
feedback from the agent.

0 4) Generating world knowledge can introduce additional inference overhead.
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