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Diffusion Models

2Clean Dataset for Training: FFHQ



What about few clean images for training?



Corrupted Observations are Sufficient
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Clean ImageCorrupted Observations

An example in super-resolution fluorescent microscopy



EMDiffusion: Learn Generative Image Priors
from Corrupted Observations 
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Initialization: Training Diffusion with Limited Clean Data
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E-step: Diffusion Posterior Sampling 
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𝑝 𝑥 𝑦 ∝ 𝑝 𝑦 𝑥 𝑝(𝑥)

E-step: Reconstruct images from corrupted observations using current generative image prior

[1] Diffusion Posterior Sampling for General Noisy Inverse Problems. Hyungjin Chung, et al. ICLR 2023.



M-step: Updating Diffusion Model’s Weights
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Diffusion
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M-step: Refining generative image prior using reconstructions 
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EMDiffusion: Learn Generative Image Priors
from Corrupted Observations 
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Progressive Learning Process
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𝑝 𝑥 𝑦 ∝ 𝑝 𝑦 𝑥 𝑝(𝑥)



Learned Diffusion Model
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Learned Diffusion Model
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Learned Diffusion Model
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Quantitative Comparison
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Initialization and Annealing of Diffusion Prior
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𝑝 𝑥 𝑦 ∝ 𝑝 𝑦 𝑥 𝑝𝜆(𝑥)

ID: In-distribution clean images

OOD: Out-of-distribution clean images
Scaling factor controls the strength of prior



Reset of Diffusion Model Weights
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✓ Train prior from scratch
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Conclusion

EMDiffusion: Learn from Corruption 𝑝 𝑥 𝑦 ∝ 𝑝 𝑦 𝑥 𝑝(𝑥)

• EM-Diffusion: E-step (DPS) + M-step (Diffusion 

Model Training);

• Training data: large-scale corrupted observations

• Future work: eliminate the initialization

dependency on clean data.

Without large-scale clean images,

Diffusion models can still be trained


