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Agent-Pair： Utilizing a spectrum of LLMs, each trained with discrepant 

setting, facilitates the generation of varied responses to given instructions.

Background: Instruction Tuning Data

The quality of instruction tuning data plays a pivotal role.

• The instruction-following capability of LLMs are primarily acquired 

through instruction tuning .

• Expert-driven data generation assures the production of high-quality 

instructions, the enormous volume of data necessary for effective training 

renders this method economically untenable.

• The utilization of LLMs to automatically generate instructions, thereby 

mitigating the reliance on costly human annotation

Experiments

Step1:  Generating Diverse Data

Step2: Evaluating Tailored Data via a Dual-model Strategy

Step3: Evolving Star Agents

The Star-Agents framework strategically pairs different LLMs to rewrite the

instructions in the seed dataset and generate new responses to increase the

diversity. With agent-pair (AI
j, AR

k), a new instruction data can be generated

as follows:

The intricate examples may surpass the

capabilities of small models and be

harmful for model performance, despite

the advantages of using complex data

for large models.

Dual-model Evaluation.

We assume that for the same sample,

stronger model yields a smaller IFD

score. When the IFD scores of the two

models are close to each other, it

indicates that the sample is either too

simple or too complex, which is not

contributive to effective learning.

Agent-Pair Sampling Evolution. The score π,

which effectively estimates the quality of generated

samples. During each iteration, if the generated

samples are of high quality, we will increase the

sampling probability of the selected agent-pair,

which is updated as follows:

Instruction Memory Bank Evolution. We establish an Instruction Memory Bank

storing highquality instructions aiming to accelerate sampling and relate the

evolution with task data. When processing a data sample (Ii, Ri), we perform a

query in the Instruction Memory Bank for Ii, retrieving the top n closest matches

according to embedding similarity. The associated agent-pairs, identified as highly

proficient for tasks similar to Ii , are then sampled. Subsequently, the Instruction

Memory Bank will continuously evolve by incorporating tailored high-quality data


