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1. Motivation

➢ Hot research attention 

ever in MLLM



1. Motivation

Coarse-grained instance-level understanding

➢ Existing vision LLM:  not professional enough in visual task unification

• Most vision MLLMs only support coarse-grained, 
instance-level visual understanding. 

• This can lead to imprecise visual interpretations. 

• Also due to the lack of visual grounding, these 
MLLMs will potentially produce hallucinations.



1. Motivation

Lack of unified support for both images and videos

➢ Existing vision LLM:  not professional enough in visual task unification

Image video

Unified support



1. Motivation

Insufficient coverage across various vision tasks

➢ Existing vision LLM:  not professional enough in visual task unification

• Vision Segmentation & Grounding

• Vision Semantic Understanding & Reasoning

• Vision Synthesis & Generation

• Vision Editing & Inpainting
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➢ Existing vision LLM:  not professional enough in visual task unification



2. Proposed Model:          Vitron

➢ A Unified Pixel-level Vision MLLM

A universal pixel-level vision LLM 
designed for comprehensive 
understanding, generating, 
segmenting, and editing of both 
static images and dynamic videos. 



2. Proposed Model:          Vitron

➢ Architecture



2. Proposed Model:          Vitron

➢ Hybrid LLM-to-decoder instruction-passing mechanism

• Via Discrete texts: • Via Continuous signal embeddings : 

Accurately invoking different 

backbone modules

Supplementing with richer modality-preserved 

visual features that cannot be directly 

described through discrete text



2. Proposed Model:          Vitron

➢ Pixel-aware Synergistic Vision-Language Understanding Tuning

⊹ Basic Multimodal Comprehension and Generation Skill Training

• Overall Vision-Language Alignment Learning
• Text Invocation Instruction Tuning
• Embedding-oriented Decoder Alignment Tuning

⊹ Fine-grained Spatiotemporal Vision Grounding Instruction Tuning

• Image Spatial Grounding
• Video Spatial-Temporal Grounding
• Grounding-aware Vision QA

⊹ Cross-task Synergy Learning



2. Proposed Model:          Vitron

➢ Cross-task Synergy Learning

• Without any collaboration, integrating 
all existing specialists together might be 
meaningless.

• How to ensure the different modules 
(tasks) work together synergistically?

• decoupling task-specific features from task-invariant features; 
• then use a third-party discriminator to determine the current task based solely on the 

shared task-invariant feature representation. 



4 vision task groups, covering 12 

tasks across 22 datasets

3. Experiment

➢ Main Evaluation
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➢ Main Evaluation



3. Experiment

➢ Analysis



3. Experiment

➢ Visualization
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