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Motivations

• Generate domain-specific data with diffusion models
• Control generated content with bounding boxes and labels
• Boost object detectors with synthetic images
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Challenges
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Method Overview
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Object-wise Conditioning Module
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Domain-specific Fine-tuning
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Text List & Image List
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Object-wise Conditioning Module
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Object-wise Conditioning
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Dataset Synthesis Pipeline
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Experiments on Specific Domains
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Qualitative Results
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Quantitative Results
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Quantitative Results



Experiments on General Domain

• Training: COCO-2014 train split
• Test: COCO-2014 val split
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Qualitative Results
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Quantitative Results
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Conclusions

• Propose to fine-tune pre-trained diffusion models with both
cropped foreground patches and entire images to generate high-
quality domain-specific target objects and background scenes.

• Design a novel strategy to control diffusion models with object-
wise text prompts and synthetic visual conditions, improving their
capability of generating and controlling complex scenes.

• Conduct extensive experiments to demonstrate that our synthetic
data effectively improves the performance of object detectors and
outperforms prior works.
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