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1. Background

Model Merging:
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A merged model for N tasks:

Merging

l Reducing storage and deployment cost.

l No additional training or training data.

Combining weights instead of additional training to render a model multi-task capabilities.
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Current Problem 1:

l Significant performance degradation

Performance Gap
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1. Background

Current Problem 2:
l Additional Tuning

Tuning by training data
• Multi-Task Learning

Tuning by validation data
• Task Arithmetic
• Ties-Merging
• RegMean
• Fisher-Merging

Hyper-parameter tuning
• Task Arithmetic
• Ties-Merging
• DARE

Tuning by additional training
• Multi-Task Learning
• AdaMerging

Others:



1. Background

Current Problem 2:

Ours:

• Training Data
• Test Data
• Training or finetuning
• Hyper-Parameter
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l Additional Tuning
Others:

Tuning by training data
• Multi-Task Learning

Tuning by validation data
• Task Arithmetic
• Ties-Merging
• RegMean
• Fisher-Merging

Hyper-parameter tuning
• Task Arithmetic
• Ties-Merging
• DARE

Tuning by additional training
• Multi-Task Learning
• AdaMerging

Tuning-Free



2. Motivation

Ø Finding #1: A single model weight is hard to simulate all the models' performance due to weight interference.

Ø Finding #2: Focusing on model weights instead of data may avoid additional tuning.

ü Resolving weight interference
ü Needs no tuning

Ø Original: Ø New Paradigm:

Modifying the merging paradigm:

l Decoupling model merging into 1) a unified model and several 2) task-specific modules.

× Severe weight interference
× Additional tuning needed

Light-weight 
task-specific modules



3. Method: EMR-Merging

n Elect the unified task vector

n Generate task-specific 
modulators

Merging Procedure



3. Method: EMR-Merging

Inference Procedure

Specific Task Vector 1

Specific Task Vector 2

Specific Task Vector 3

Unified Task Vector

n Apply the specific modulators before inference on a task

Algorithm Flow



3. Method: EMR-Merging

Charastics:
ü Tuning-Free

ü High applicability

ü Good performance.

Close to individual 
models' performance

vision, language, PEFT, 
and multi-modal models

Lowest Cost



4. Experimental Results

Ø Results on merging eight ViT-B/32 models
Methods Averaging Fisher RegMean Task Arithmetic Ties-Merging AdaMerging EMR-Merging(Ours)
Performance 65.8 68.3 71.8 70.1 73.6 81.1 88.7 (↑7.6)

Ø Results on merging eight ViT-L/14 models
Methods Averaging Fisher RegMean Task Arithmetic Ties-Merging AdaMerging EMR-Merging(Ours)
Performance 79.6 82.2 83.7 84.5 86.0 91.0 93.7 (↑2.7)

Ø Results on merging 30 ViT-B/16 models
Methods Averaging RegMean Task Arithmetic Ties-Merging AdaMerging EMR-Merging(Ours)
Performance 42.5 68.1 48.9 37.5 60.3 89.5 (↑21.4)

Merging Vision Models:

Reproduce our experiments: https://github.com/harveyhuang18/EMR_Merging

https://github.com/harveyhuang18/EMR_Merging


4. Experimental Results

Merging Language Models:

Methods Averaging RegMean Task Arithmetic Ties-Merging EMR-Merging(Ours)
Performance 51.3 70.0 66.7 64.0 80.2 (↑10.2)

Ø Results on merging eight RoBERTa models

Methods Averaging Fisher RegMean Task Arithmetic Ties-Merging EMR-Merging(Ours)
Performance 56.1 58.7 68.8 70.0 70.0 80.4 (↑10.4)

Ø Results on merging seven GPT-2 models

Ø Results on merging eleven PEFT (IA)3 models
Methods Averaging Fisher RegMean Task Arithmetic Ties-Merging EMR-Merging(Ours)
Performance 58.0 62.2 58 63.9 66.4 67.1 (↑0.7)

Reproduce our experiments: https://github.com/harveyhuang18/EMR_Merging

https://github.com/harveyhuang18/EMR_Merging


4. Experimental Results

Merging Vision-Language Models:

Ø Results on merging five BEiT-3 models

Reproduce our experiments: https://github.com/harveyhuang18/EMR_Merging

https://github.com/harveyhuang18/EMR_Merging


5. Visualization Results
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5. Visualization Results
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