
Personalized Adapter for Large Meteorology Model on
Devices: Towards Weather Foundation Models

Shengchao Chen1, Guodong Long1, Jing Jiang1, Chengqi Zhang2

1 Australian AI Institute, FEIT, University of Technology Sydney
2 Department of Data Science and AI, The Hong Kong Polytechnic University



1. Motivations

2. Contributions

3. Framework

4. Datasets

5. Results

Accurate meteorology variables modeling is 
crucial in addressing the global threat of 
climate change.
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Is it possible to develop weather foundation 
models (WFMs) that can effectively model 
meteorological variables across various regions?

 From on-device meteorology variables modeling toward WFMs:

 Meteorology varibales across regions interact significantly (e.g., spatial 
relations), allowing for mutually beneficial modeling.

 Mainstream methods typically use task/data-specific deep models, the 
intuition for achieving excellent performance is that fuses large-scale 
cross-region datasets to centralised traning.
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 Current advancements about WFMs

 Traning datasets: Large reanalysis (simulation) datasets (e.g., ERA5) 

 Models parameters: Large-scale model parameters

 Traning strategy: centralized training

Not realistic for low-resource weather device in practice
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 Generic framework:

 Real-world datasets:

 Adaption and communication mechansim: 

We propose LM-Weather, a generic FL framework that transforms Pretrained 
Language Models into customized models for on-device meteorological variable 
modeling. LM-Weather is parameter-, communication-, and data-efficient.

 We compile real-world, real-observation datasets for on-device 
meteorological variable modeling, which pioneers in the field of on-device 
meteorological variable modeling.

We propose personalized adapter for local PLMs with LoRA, to facilitate 
knowledge transfer from text to weather sequences. In addition, we introduce 
low-rank communication to reduce overhead while maintaining performance.
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 Distribued Architecture: Using federated learning to handle the Non-IID 
data among devices, while ensuring privacy and computional & communicatin 
burden from centralized training.

 Personliazed Adapter on PLM: Taming the local PLM via achieving knowledge 
transfering between text and weather sequence.

 Low-rank Communication: A minimal number of parameters are both 
computed and communicated.
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Personalized adapter consists of Task Adapter and Parameter 
Adapter, the low-rank adaption (LoRA) works on PLM backbone.
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 Task Adapter have three independent generators, but firstly:

Reversible Normalization:

Sequence Decomposition:
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 Token Embedding, using 1DCNN 
to tokenize each sample:

 Position Embedding, using a trainable lookup 
table to mapping each point’s position:

 Temporal Embedding, encoding different 
time attributes to samples:

 For each generator:
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Contains 20 variables

• ODW1 Series: ODW1T & ODW1V

• ODW2 Series: ODW2T & ODW2V

T: has a heterogeneous time span, 
meaning the data collection start and 
end times vary by location. 

V: extends T-version by adding 
variability in the observed variables.

 Four real-world datasets:
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ODW1 Dataset:
Partial visualization 

15 stations in China, 
Japan, and South 
Korea
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ODW2 Dataset:
Partial visualization 

36 stations in US, 
Canada, and Israel
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Main Results (Multivariate Forecasting)

 Few-shot Experiments (5% training data)
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Main Results (Imputation, 50% masking ratio)

 Few-shot Experiments (5% training data, 50% masking ratio)



1. Motivations

2. Contributions

3. Framework

4. Datasets

5. Results

Personalized Adapter for Large Meteorology Model on Devices: Towards Weather Foundation Models (NeruIPS 2024)

 Ablation Study

 The personalized adapter effectively strength PLM’s capabilities 
for weather data modeling, providing a balance between 
performance and efficiency.

 Compared to other tuning strategies, our LoRA-based local tuning 
and communication method significantly improves the computional 
and communication efficiency of our framework.
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 Framework Analysis 
(compared to FL baselines that prioritize communication efficiency)

 Our method significantly outperforms the communication-efficient 
FL baselines in terms of communication efficiency.
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 Framework Analysis 
(Robustness to Number of Devices)

 Increasing device count during training slightly boosts performance 
in both regular and few-shot settings.

 Data distribution imbalances can degrade performance when 
adding devices, showing non-linear gains.

More deivces incrsase communicat ion costs ,  potent ial ly 
outweighting minor performance gains.
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