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Few shot adaptation
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Accuracy Vs. ECE on CIFAR100 few-shot adaptation from 
different PEFT methods
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Under-Confidence Issue
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(a) Prompt (b) Adapter (c) Bias (d) Proposed Method
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Why Is The Model Accurate?

❏ Low dissonance implies a high accuracy, shown by Dissonance-Accuracy curve.
❏ Area Under the Curve of the Accuracy vs. (1 − dissonance) is high. 
❏ Model is able to clearly discriminate the ground-truth label from the rest without much 

confusion.
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(a) Dissonance-Accuracy (b) AUC Curve
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Why Is The Model Under-Confident?

❏ Model generally assigns very low evidence to all the labels, including the correct one.
❏ Higher vacuity assigned to the most of the samples due to lack of evidence.
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(a) Evidence of classes (b) Vacuity Distribution
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Base Rate Adjustment
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❏ Adjust the prior belief gained through pre-training
❏ The relative order of the Dirichlet parameters assigned to different classes is preserved
❏ The gap between the Dirichlet parameters for different classes is transformed such that the 

model becomes more confident in its predictions
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Building A Diversity Induced Evidential Ensemble
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Illustration of diversity
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Overview
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Conceptual diagram
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Experimental Results
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Standard PEFT Methods

❏ Reasonable generalization performance
❏ Poor ECE (underconfidence issue)

Base-rate adjustment

❏ Addresses underconfidence issue

B-PEFT

❏ Further improves calibration (Best ECE)
❏ Superior generalization performance



Be Confident in What You Know: Bayesian Parameter Efficient Fine-Tuning of Vision Foundation Models

Experimental Results
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Experimental Results
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Impact of hyperparameter Number of Shots vs ECE
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❏ Standard PEFT techniques for supervised vision foundation transformer models lead 
to accurate but poorly calibrated and highly underconfident models

❏ B-PEFT: Enables uncertainty awareness with improved generalization and 
calibration.

Summary
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Thank you!

Any Questions? Feel free to reach out to us at Mining Lab RIT (https://www.rit.edu/mining/) 

All Codes available at https://github.com/ritmininglab/B-PEFT

https://www.rit.edu/mining/
https://www.rit.edu/mining/
https://github.com/ritmininglab/B-PEFT

