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 Background

Electroencephalogram (EEG) data analysis faces numerous challenges, specifically:

We introduces the EEG Pretrained Transformer (EEGPT), a novel, universal model with over 10 million parameters.

By training on a wide-ranging dataset, model universality is enhanced. Improvements to the model structure increase

its compatibility even with missing channels and enhance the quality of representations.

 Low signal-to-noise

 Channel mismatch

 High inter-subject variability

 Inherently task-dependent variations



3/9Brain-Inspired & Neural Engineering Research Center © wangguangyu@stu.hit.edu.cn

EEGPT: Pretrained Transformer for Universal and Reliable Representation of EEG Signals

 Method

• Patchify the input EEG signal as 𝑝𝑝𝑖𝑖,𝑗𝑗 through masking 50% time and 80% channel patches, splitting into the 𝓜𝓜 part and the 𝓜𝓜 part.

• Embedding 𝑝𝑝𝑖𝑖,𝑗𝑗 to 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑛𝑛𝑖𝑖,𝑗𝑗 by local spatio-temporal embedding.

• Encoder extracts feature 𝒆𝒆𝒆𝒆𝒄𝒄𝒋𝒋 consisting of {𝑒𝑒𝑖𝑖}𝑖𝑖=1𝑆𝑆 for each time 𝑗𝑗 in the 𝓜𝓜 part.

• Predictor predicts 𝒑𝒑𝒑𝒑𝒑𝒑𝒅𝒅𝒋𝒋, aligning with the Momentum Encoder output 𝒎𝒎𝒎𝒎𝒎𝒎𝒄𝒄𝒋𝒋.

• Reconstructor generates 𝒓𝒓𝒓𝒓𝒄𝒄𝒊𝒊,𝒋𝒋 to reconstruct the EEG signal in the 𝓜𝓜 part.

The EEGPT Structure for Pretraining.Patchify & Local spatio-temporal embedding.
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 Method

Based on the masked autoencoder, we introduces a spatio-temporal representation alignment to explicitly
represent 𝒛𝒛, changing target function from:

𝒎𝒎𝒎𝒎𝒎𝒎
𝜽𝜽,𝝓𝝓

𝔼𝔼
𝒙𝒙∼𝓓𝓓

𝓗𝓗(𝒅𝒅𝝓𝝓(𝒛𝒛),𝒙𝒙⊙ (𝟏𝟏 −𝙈𝙈)), 𝒛𝒛 = 𝒇𝒇𝜽𝜽(𝒙𝒙⊙𝙈𝙈)

to:
𝒎𝒎𝒎𝒎𝒎𝒎
𝜽𝜽,𝝓𝝓

𝔼𝔼
𝒙𝒙∼𝓓𝓓

𝓗𝓗(𝒅𝒅𝝓𝝓(𝒛𝒛),𝒙𝒙⊙ (𝟏𝟏 −𝙈𝙈)) + 𝓗𝓗(𝒛𝒛,𝒇𝒇𝜽𝜽(𝒙𝒙)), 𝒛𝒛 = 𝒇𝒇𝜽𝜽(𝒙𝒙⊙𝙈𝙈)

Where 𝙈𝙈 is mask matrix, 𝓗𝓗 is similarity measure, and 𝒇𝒇𝜽𝜽,𝒅𝒅𝝓𝝓 are the encoder and decoder with parameters 𝜽𝜽 and 𝝓𝝓,
respectively. This method results in improved encoding quality and generalization.

𝓛𝓛𝑹𝑹 𝓛𝓛𝑨𝑨

The EEGPT Structure for Pretraining.
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 Experiments
Comparative Study

In our comparative study, our EEGPT model outperformed BENDR, BIOT, and LaBraM across various EEG datasets. Notably, EEGPT

showed significant accuracy gains on motor imagery (BCIC-2A: +9.4%, BCIC-2B: +1.5%) and sleep stage detection (Sleep-EDFx:

+2.6%) over BENDR. Despite using only an additional linear layer for fine-tuning, our model's enhanced feature extraction capability was

evident. It also surpassed BIOT and LaBraM in ERP-type tasks on KaggleERN (+7.2% over BIOT, +2.6% over BENDR) and

PhysioP300 (+10.2% over BIOT, +3.9% over BENDR). Our model's universal feature learning across paradigms addresses key

challenges in EEG channel adaptability and representation quality, offering a robust solution for EEG data analysis.

Linear-probing method.Comparative experiments.
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 Experiments
Ablation Study 

In our ablation study (as above table), we found that:

A: Removing alignment loss (𝓛𝓛𝑨𝑨) led to a 6-9% drop in downstream task performance, despite similar reconstruction loss.

B: Removing layer normalization (LN) increased vulnerability to extreme values and covariate shift, reducing downstream performance by 3-7%.

C: Without skip connection, had lower alignment loss but 1-3% lower downstream task performance.

These findings underscore the effectiveness of our dual self-supervised approach, enhancing EEG representation quality through spatio-

temporal alignment.

Ablation experiments. The EEGPT Structure for Pretraining.
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 Experiments
Scaling Study

We explored the impact of model size and summary tokens on pretraining loss and downstream task performance using 8 model

variants. Results from the BCIC-2A dataset showed that as model size and summary tokens increased, reconstruction loss

decreased, and task accuracy improved.

The impact of scaling model size on performance of  BCIC-2A.
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 Visualization

We illustrates the model's learned channel relationships after pretraining.

Left figure depicts channel similarities (cosine similarity > 0.5) with clusters indicating positional relationships.

Right figure maps actual electrode positions, showing higher similarity between close channels (solid lines for >0.3, dashed for 0.1-0.3)

and notable similarity between distant, opposite electrodes.

The illustration of the model's learned channel relationships after pretraining. 



Please refer to our full paper for detailed methodologies and results. 

The code for this paper is available at https://github.com/BINE022/EEGPT

Guangyu Wang

wangguangyu@stu.hit.edu.cn 
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