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Increasingly More AI Results by Compound Systems 

➢ Key shift: From 1 model call to many model calls 
➢ Examples: AlphaCode 2, AlphaGeometry, Gemini’s CoT@32, MedPrompt, … 
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But How Do Compound AI Systems Scale?
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Our Focus : Two Compound AI Systems (1/2) 
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Vote

➢ Easy to understand and thus commonly used



Our Focus : Two Compound AI Systems (1/2) 
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Vote

➢ Easy to understand and thus commonly used
➢ Example: Google Gemini's CoT@32 strategy (slightly more complex)



Our Focus : Two Compound AI Systems (2/2) 
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➢ Easy to understand and thus commonly used

Filter-Vote



Our Focus : Two Compound AI Systems (2/2) 
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➢ Easy to understand and thus commonly used
➢ Example: AlphaCode 2 for code generation (slightly more complex)

Filter-Vote



Our Finding: The Non-monotonic Behavior

➢ As More LLM calls are invoked, the performance can
➢ (i) increase then decrease, or (ii) decrease and then increase (!) 
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Why Does the Non-monotonic Behavior Occur?
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Our Analysis: Query Difficulty-based Explanation
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Overall (100%)

Strategy Vote
Task MMLU PHYSICS



Lingjiao Chen, Stanford11

Performance breakdown
Overall (100%) Easy (53%) Difficult (47%)

Strategy Vote
Task MMLU PHYSICS

Our Analysis: Query Difficulty-based Explanation



➢ More LLM calls: better on easy queries, but worse on difficult queries! 
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Performance breakdown
Overall (100%) Easy (53%) Difficult (47%)

Strategy Vote
Task MMLU PHYSICS

Our Analysis: Query Difficulty-based Explanation



More in Our Paper 

➢ How to predict the scaling properties
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➢ Difficulty-based explanation

➢ The formal notion

➢ A rigorous analysis

➢ Concrete examples



Takeaway Message

18

Perf of Vote and Filter-Vote is 
non-monotonic in # LLM calls

The diversity of query 
difficulty explains this

Heuristics can predict the 
optimal # of LLM calls

Link to project website
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