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Motivation

« Time-varying systems: causal relationships can change over time.
» Cyclic relationships: causal effects can form a cycle, e.qg., feedback loops.

« Modeling subpopulations: e.g., subtypes of cancers do not share the same exact
biological pathways
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These complex models are better modeled by a mixture of DAGs!



Mixture model

e A mixture of (unknown) K DAGs over n nodes: {G1,...,Gk}

Z Wy * Py, where Z wy = 1
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o True edges: exist in at least one component DAG, define mixture parents

Pay, (1) = U pay (%)
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o Prior work: observational data, restrictive assumptions and/or results



Interventional data

e Challenge for mixture: CI tests on observ. data is not sufficient for learning true edges

o Intervention model: Target a subset of nodes I C [n], cut off parents
across the mixture
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{ Objective: Identify true edges via interventions on the mixture }
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Necessary & sufficient intervention sizes

d Theorem (int. size - general): To find mixture parents pa,, (7) of node i via CI tests, A
1. interventions with size |I| < |pa,(i)| + 1 are sufficient ,
2. at the worst-case, interventions with size |I| = |pa,,(¢)| + 1 are necessary.
\_ /
4 Theorem (int. size - trees): To find mixture parents pa, (i) of node ¢ in a mixture of tree?

1. interventions with size |I| < K + 1 are sufficient |,

2. at the worst-case, interventions with size |I| = K + 1 are necessary.
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Learning algorithm
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cyclic complexity 7;: minimal int. size to break such cycles (empirically small)
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Theorem: Algorithm identifies all true edges using O(n?) interventions,
with size at most |pa,, ()| + 7; + 1 for each node.




F1 score

Experiments

« Evaluate for recovering true edges on a mixture of Gaussians
« Verifying the need for interventions
« Strong performance for varying number of nodes & mixture components
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