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LLMs let us build explanation-based embeddings

Answer yes/no to the following question:
Actual response

Does the sentence include numerical information?
2 .
Is the sentence a command? Predict fMRI

i 9
Is the sentence grammatically complex* response

Input text Does the sentence mention a specific location or place? Predicted response
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Does the sentence include dialogue?

Does the input describe a sensory experience? , | Retrieve _
Does the sentence describe a relationship between people?

Does the input mention time?

Limitations: computational cost, potentially inaccurate

Other works using yes-no questions:
Style Embeddings (Patel et al. 2023); CHILL (Mclnerney et al. 2023); Tree-Prompting (Morris et al. 2023); BC-LLM (Feng et al. 2024)



Explaining semantic representations is a fundamental goal of language neuroscience

voxel selectivity
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A small set of questions predicts well
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Each question yields a cortex-level selectivity map

Does the sentence involve a

description of a physical Is the sentence

Does the sentence describe
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Ongoing work: Causally test these explanations

Generative explanation-mediated validation (antonello*, singh* et al. 2024, arXiv)

Build story from voxel explanations

Begin a story about
...Use key phrases

such as “slicing cucumber” or
. “zesting lemons”.

As | meticulously sliced the
cucumber, the rhythmic sound...

Continue the story, but now make
‘ it about locations...

| packed the food and headed
downtown on fifth street...
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