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CLIP Zero-Shot ClassificationNormal Classification
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an image of a tench
an image of a goldfish

an image of a white shark
 .
 .

an image of a toilet paper
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What do the vision and language encoders 
of  CLIP learn in common, causing image-
text points to be closer or further apart in 
the joint space?
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Human-Friendly interpretations   

The vision and language interpretations must be in the same space

Discrete Units (simple MI calculation in discrete space, correctly models ‘’bits” of the channel)

How to enable this?

How to do this efficiently? 

How to make it understandable? 



Textual Concepts 

a long snout

feathered ears

sharp teeth

pointy snout

          .
          .
          .

Descriptors; short descriptions in natural language
Covers many objects in the world 
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Human-Friendly interpretations   

The vision and language interpretations must be in the same space

Discrete Units (simple MI calculation in discrete space, correctly models ‘’bits” of the channel)

How to enable this?

How to do this efficiently? 

How to make it easily understandable? 

Space of Textual Concepts

a long snout à 0
feathered ears à 1
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long, feathered ears
a collar
black patches around the eye, a triangular head
brown, black, or grey coat
a long snout

Language Encoder 
Text Concepts

Vision Encoder 
Text Concepts
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black fur on eyes
black patches around

a collar
brown or grey coat
large, round eyes
a triangular head

long, feathered ears
a large head with

a long snout
a pointed muzzle
a pointy snout
wrinkled snout

black fur on ears
brown or brindle coat
a double coat of fur
small, slender dog

friendly dog
a sighthound breed
long, droopy muzzle

short-legged dog
black or brindle marking

Mutual 
Concepts

Information Channel



large eyes
pointed ears; long, feathered ears
a long, snout-like nose; long whiskers
a thick, double coat of fur that is black and silver
a black head with a white stripe behind the eye

often has spots or stripes
a small head with a red and yellow bill
birds or other animals nesting on the cliff

blue plumage; long, narrow tail
a black back and wings; a long, thin strip of 
feathers
long, red bill; a red beak



Evaluating Multimodal Concepts



Baseline 1: Multimodal Concept Bottleneck Models 
Baseline 2: Neuron Annotation  



Evaluation with CLIP Classification via 
Descriptions



Defining Mutual Knowledge

Concepts are entangled. It only makes sense to consider them as a 
whole, or in relation to each other. 

We define that two sources have a strong shared knowledge when 
a source retains knowledge about the other, despite removing 
important information units from it.
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A higher AUC indicates 
gradual or late drops of MI 
in the curve, and thus 
stronger shared knowledge
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A lower AUC indicates 
sharp or early drops of MI, 
and thus weaker shared 
knowledge



Mutual Knowledge is also an evaluation 
of  the Mutual Concepts, by assuming 

correlation with accuracy  



Code available:

https://github.com/fawazsammani/clip-interpret-mutual-knowledge


