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Background: Producing unsupervised feedback using LLMs

Works well for powerful LLMs

1 Query Actor LLM Response that are very good at instruction
following and specialized tasks
such as providing feedback and

Updated Response understanding/ incorporating
feedback

2 Specialized Prompt Actor LLM lterate Critic LLM Specialized Prompt

(instruct LLM to (instruct LLM to
interpret and provide insights on
incorporate the generated
feedback) response)
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Can LLMs be empowered to think (predict and score)
backwards to provide unsupervised feedback that
complements forward LLMs?
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Time-Reversed Language Models (TRLM)

e We train Time Reversed Language Models - that can look backwards in time
naturally - making them capable of providing unsupervised feedback

e These models can score and generate queries when conditioned on
responses, effectively functioning in the reverse direction of time

o

Steps to train TRLMs: Tokenize text + reverse + train! ¢
Forward Training

Life can only be understood backwards but it must be lived forwards
Backward Training

__________
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Source: Life can only be understood backwards; but it must be lived forwards. - Soren Kierkegaard



Variants of Time-Reversed Language Models

e TRLM-Ba (Backward):

o Pre-trained and fine-tuned in reverse token order
m .apple anis This :Answer ?this is What :Question
o Generation of prompt given response is the natural decoding direction

e TRLM-Fo (Forward):

o Pre-trained and fine-tuned in the standard forward token order (no change)
o Prompted to generate (and score) question from answer during inference

m “Generate a question that gives the following answer: This is an apple.\nQuestion:”
o Uses the superior instruction following capability of LLMs

e TRLM-FoBa (Forward-Backward)

o Pre-trained in forward and backward token order
o Generates (and scores) forward text when fine-tuning is done in forward token direction
o Generates (and scores) reverse text when fine-tuning is done in reverse token direction
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Applications of Time-Reversed Language Models

Task-based Retrieval

Citation of Answers
Document Retrieval

Best-of-n Reranking

AlpacaEval Leaderboard =~/ TRLM —,  Defence against Jailbreak
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Alpaca Eval with Best-Of-N Reranking using TRLM

Nu|fip|e Answers Genero’re}
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Win Rate is computed against a Reference Model's generations, as evaluated by a Judge LLM
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Best-of-N Reranking performance on Alpaca Leaderboard

Win Rate Standard . .
Model Inference Style LC Reg Discrete Error Wins Losses Ties
TRLM-Ba Response -> Query 32.44 24.35 24.04 1.27 192 610 3
TRLM-FoBa (backward) Response -> Query 31.18 22.72 21.99 1.24 176 627 2
TRLM-FoBa (forward) Response -> Query 30.55 22.85 22.48 1.25 180 623 2
TRLM-Fo Response -> Query 29.19 22.68 21.30 1.24 170 632 3
One Generation - 2438 18.18 17.08 1.16 135 665 3
Self Query -> Response 27.05 17.66 17.14 L.15 136 665 -+
Forward Baseline Query -> Response 24.27 17.13 15.78 1.12 126 677 2

e Setup for Alpaca Eval benchmark
o  Forward LLM being evaluated: Best-of-16 generations from Gemini-Pro-1.0
o Reference/ Base Model and Judge/ Annotator model: GPT4-1106-Preview
e Observations
o  TRLM-Ba scores the highest LC win rate, which is 5% over the self scoring baseline of Gemini-Pro-1.0, and
8% over the reported number for single generation in the leaderboard.
o  Scoring in the time reversed direction of Response -> Query is better than scoring in the forward
direction of Query -> Response, as TRLM-Fo is better than the Forward Baseline.
o  The reverse trained model (TRLM-Ba) obtains a further improvement of 2.2%
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TRLMs for Citation Attribution on CNN-daily Mail dataset

Model Inference LinearSearch Binary Search Exclusion Search
Direction Gecko TF-IDF ROUGE Gecko TF-IDF ROUGE Gecko TF-IDF ROUGE

TRLM-Ba A->S 53.16 5545  49.12  45.09 50.93 42.11 3633 4634 36.13
TRLM-FoBa (Rev.) A->S 5348 5322  49.67 4074  45.04 39.81 3240  40.84 33.88
TRLM-FoBa (Forw.) A->S 50.65  52.21 4524 4381 4984 4060  38.67 48.16  38.11
TRLM-Fo A->S 45.00  49.40 37.66  43.14  49.65 3922 3790 47.83 37.98
Forward Baseline S->A 9.33 9.54 11.06 5.88 6.66 6.69 4.66 753 7.00
Backward Baseline S->A 7.62 8.23 9.18 5.47 6.23 6.32 4.11 5.02 Sl

Highlight Citati Articl . . . . .

S = = e The direction of low information to high
: = information (summary —> article) is harder to

. reason upon
e Linear and Binary search methods are always
better than exclusion search

Goal: find article lines that . o/ : .
corroborate the highlights. e We obtain 9% improvement using TRLM-Ba
Methods: linear search, binary over the embedding-based metric using only
search, exclusion search O(IOgN) inference Ca”S
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TRLMs for Document Retrieval: MS-Marco and NF-Corpus

MS-MARCO NF-CORPUS

Method Inference Precision Recall NDCG Precision Recall NDCG

Direction  y_1 -4 k=1 K=4 @10 K=10 K=20 K=10 K=20 @10
TRLM-Ba D ->Q 284 18.54 27.22 70.29 61.49 157 1138 10.68 13.08 43.23
TRLM-FoBa (Reverse) D -> Q 249 17.38 23.85 65.85 58.84 1498 1091 10.01 12.76 41.65
TRLM-FoBa (Forward) D -> Q 21.16 15.58 20.25 59.08 5546 17.86 12.6 11.11 13.5 48
TRLM-Fo D ->Q 20.37 149 1945 56.39 5446 17.31 12.38 9.74 11.76 48.08
Forward Baseline Q ->D 21.05 13.82 1842 47381 53 0.87 0.87 0.17 0.31 3.89
Backward Baseline Q -> D 16.8 14.04 1599 53.13 52.07 1.11 0.79 0.21 0.29 3.95

Query Document 1

Goal: find documents that are
relevant to the query.

Method: TRLM is prompted with
prefix = “Document has an
answer to” and suffix = Query

e Results demonstrate the importance of going
Document 2 from high information -> low information
e We obtain a gain of 8.49 points in NDCG@10
on MS-MARCO and 44.19 points in

| NDCG@10 on NF-CORPUS
Document N Go gle Research
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TRLMs for defending against Jailbreaks

Existing systems

Answer

Question/
BLOCK
[ Input filter }
I if BLOCK:
response = BLOCK
Question else:

response = Answer

Proposed System

Step-1: Answer

Step-2: Generate n Questions

Question/
BLOCK
[ Input filter J— fraction-BLOCK
I if BLOCK | (fraction-BLOCK > thresh):
Question response = BLOCK
else:

response = Answer



Defending against attacks on JailbreakBench

Thresh =2 Thresh =4 Thresh =6
Method FNR-HA FNR-JBB FPR(H) FPR(E) FNR-HA FNR-JBB FPR(H) FPR(E) FNR-HA FNR-JBB FPR (H) FPR (E)
TRLM-Fo (PT) 0.00 36.11 17.00 2.00 36.36 55.56 12.00 0.00 45.45 70.83 6.00 0.00
TRLM-Ba (PT) 18.18 52.78 0.00 8.00 27.27 65.28 0.00 2.00 22 69.44 0.00 2.00
TRLM-Fo (IT) 54.55 55.56 3.00 0.00 63.64 71222 1.00 0.00 63.64 81.94 1.00 0.00
TRLM-Ba (IT) 18.18 59.72 0.00 8.00 18.18 70.83 0.00 4.00 22 79.17 0.00 2.00
(a) FNR (toxic jailbreak questions) (b) FNR (human annotated data) 100 (c) FPR (Hard negatives)} .
1001 1001 7 e TRLM defense improves the FNR of
| | 50 . .
80 80 . the gpt-3.5 input filter across all
60 601 / 0 10 20 30 .
j ,' , settings
401 40 |’ 100 (d) FPR (Easy negatives) ) )
0. ol - e TRLM-Ba pre-trained model improves
0 0 . FNR by more than 70% on the HA
0 10 20 30 0 10 20 30 0 10 20 30
Threshold Threshold Threshold dataset and around 35% on the JBB
----- TRLM-Ba (IT)  ---- TRLM-Fo (IT) —— TRLM-Ba (FT) —— TRLM-Fo (PT)

dataset, outperforming other variants
with negligible impact on FPR
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Summary

e \We present Time Reversed Language Models - an LLM trained to predict and
score in the reverse direction of Response -> Query

e \We explore four major applications of TRLMs - Best-Of-N reranking, Citation
Attribution, Document Retrieval and Defending against Jailbreaks

e In all applications, we find that the reverse direction of response -> query is
better for obtaining feedback on forward LLM generations

e \We also note an additional boost in performance by using TRLM-Ba (the LLM
that is trained in the reverse token order) in most cases
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