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Background: Producing unsupervised feedback using LLMs
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Works well for powerful LLMs 
that are very good at instruction 
following and specialized tasks 
such as providing feedback and 
understanding/ incorporating 
feedback  



Can LLMs be empowered to think (predict and score) 
backwards to provide unsupervised feedback that 

complements forward LLMs?



Time-Reversed Language Models (TRLM) 

Source: Life can only be understood backwards; but it must be lived forwards.  - Soren Kierkegaard

Forward Training 
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Backward Training 
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forwards lived be must it but backwards understood be only can Life

● We train Time Reversed Language Models - that can look backwards in time 
naturally - making them capable of providing unsupervised feedback

● Steps to train TRLMs: Tokenize text + reverse + train!  

● These models can score and generate queries when conditioned on 
responses, effectively functioning in the reverse direction of time



Variants of Time-Reversed Language Models

● TRLM-Ba (Backward):
○ Pre-trained and fine-tuned in reverse token order 

■ .apple an is This :Answer ?this is What :Question 
○ Generation of prompt given response is the natural decoding direction 

● TRLM-Fo (Forward):
○ Pre-trained and fine-tuned in the standard forward token order (no change)
○ Prompted to generate (and score) question from answer during inference 

■ “Generate a question that gives the following answer: This is an apple.\nQuestion:”
○ Uses the superior instruction following capability of LLMs 

● TRLM-FoBa (Forward-Backward) 
○ Pre-trained in forward and backward token order
○ Generates (and scores) forward text when fine-tuning is done in forward token direction
○ Generates (and scores) reverse text when fine-tuning is done in reverse token direction



Applications of Time-Reversed Language Models



Multiple Answers Generated

Alpaca Eval with Best-Of-N Reranking using TRLM
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Best-of-N Reranking performance on Alpaca Leaderboard

● Setup for Alpaca Eval benchmark
○ Forward LLM being evaluated: Best-of-16 generations from Gemini-Pro-1.0
○ Reference/ Base Model and Judge/ Annotator model: GPT4-1106-Preview

● Observations
○ TRLM-Ba scores the highest LC win rate, which is 5% over the self scoring baseline of Gemini-Pro-1.0, and 

8% over the reported number for single generation in the leaderboard.
○ Scoring in the time reversed direction of Response -> Query is better than scoring in the forward 

direction of Query -> Response, as TRLM-Fo is better than the Forward Baseline. 
○ The reverse trained model (TRLM-Ba) obtains a further improvement of 2.2%



TRLMs for Citation Attribution on CNN-daily Mail dataset

● The direction of low information to high 
information (summary –> article) is harder to 
reason upon

● Linear and Binary search methods are always 
better than exclusion search

● We obtain 9% improvement using TRLM-Ba 
over the embedding-based metric using only 
O(logN) inference calls



TRLMs for Document Retrieval: MS-Marco and NF-Corpus 

● Results demonstrate the importance of going 
from high information ->  low information 

● We obtain a gain of 8.49 points in NDCG@10 
on MS-MARCO and 44.19 points in 
NDCG@10 on NF-CORPUS



TRLMs for defending against Jailbreaks
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● TRLM defense improves the FNR of 
the gpt-3.5 input filter across all 
settings 

● TRLM-Ba pre-trained model improves 
FNR by more than 70% on the HA 
dataset and around 35% on the JBB 
dataset, outperforming other variants 
with negligible impact on FPR

Defending against attacks on JailbreakBench



Summary

● We present Time Reversed Language Models - an LLM trained to predict and 
score in the reverse direction of Response -> Query

● We explore four major applications of TRLMs - Best-Of-N reranking, Citation 
Attribution, Document Retrieval and Defending against Jailbreaks

● In all applications, we find that the reverse direction of response -> query is 
better for obtaining feedback on forward LLM generations 

● We also note an additional boost in performance by using TRLM-Ba (the LLM 
that is trained in the reverse token order) in most cases
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