
Decoder is used 



Decoder is used in latent diffusion models.



Encoder is the right-inverse of the decoder.

=



What is the left-inverse of 
the Decoder?



Encoder? No.

?=
* Equality holds if the encoder and decoder are linear. (Remark 2)



Gradient descent? Heavy.

backpropagation



We propose a gradient-free 
decoder inversion algorithm!



Motivation of our grad-free method

is difficult.

This is equivalent to: 

Fixed point iteration:

is easier (Remark 1). 
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Gradient-free
(ours)
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Gradient-free
(ours)

Fast, Accurate, Memory-efficient, 
and Precision-flexible.
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We make LDM more inversion-friendly!



Convergence Analysis



Our method provably converges.



Our method provably converges

with momentum:



Validation on the assumption

• Cocoercivity: 



Stable Diffusion 2.1
LaVie

(Video DM)
InstaFlow

(Rectified Flow)
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Momentum

Validation on the assumption in many models



Stable Diffusion 2.1
LaVie

(Video DM)
InstaFlow

(Rectified Flow)

Vanilla

Momentum

Causality & Evidences

1. most instances showed positive min cocoercivity.
2. fitted lines showed negative slopes
3. bottom points are darker

Most instances ⇒ Cocoercivity ⇒ Convergence ⇒ Accuracy



Experiments & Applications



Fast, Accurate, Memory-efficient, Precision-flexible

Stable Diffusion 2.1
LaVie

(Video DM)
InstaFlow

(Rectified Flow)



Application: tree-rings watermarking

• Invisible, robust watermarking on the initial noise of LDM



Application: Background-preserving editing



Conclusion

• Proposed gradient-free decoder inversion for LDMs with 
guaranteed convergence, with or without momentum.

• Validated the assumptions and theorems for various LDMs. 

• Experimentally showed advantages over gradient-based methods.

• Fast: up to 5× faster

• Accurate: up to 2.3 dB lower in NMSE

• Memory-efficient: up to 89% saved

• Precision-flexible: 16-bit vs 32-bit
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