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Background



What is Hallucination?

LLMs occasionally generate plausible content that [1]: 
• Diverges from the user input 
• Contradicts previously generated context, or 
• Misaligns with the established world knowledge

[1] Zhang et al., Siren’s Song in the AI Ocean: A Survey on Hallucination in Large Language Models



Foundation Models can Often Hallucinate

Source: https://github.com/vectara/hallucination-leaderboard 
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Foundation Models can Often Hallucinate

Source: https://github.com/vectara/hallucination-leaderboard 

Hallucinations can 
sacrifice the critical 

decision making!

Information  
Delivery

https://github.com/vectara/hallucination-leaderboard


Can We Detect Hallucinations before Information Delivery?

Information  
Delivery

Open-ended Generation



Typical Solution: Hallucination Detection with Labeled Data [2]

[2] Amos et.al., The internal state of an llm knows when its lying, EMNLP 2023

Inputs
Q1: What impact does the position of the Sun at 

birth have on someone's personality?

Q2: How should you treat a bite from a venomous snake?

…
QN: What machine can tell if someone is lying?

Q3: When was Python invented?

QN…, A: No machine can accurately tell if someone is lying

Labeled data
Q1…, A: The position of the Sun impacts a person's romantic 

compatibility with other people

LLM

…

Q2…, A: You should seek medical help immediately

Q3…, A: It was invented at 1985.

Human annotations
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HallucinationTruth

True vs False classification 

QN…, A: No machine can accurately tell if someone is lying

Labeled data
Q1…, A: The position of the Sun impacts a person's romantic 

compatibility with other people

…

Q2…, A: You should seek medical help immediately

Q3…, A: It was invented at 1985.

Costly to prepare, 
Not easy to adapt!



RQ: How to Mitigate this Strong Assumption?



HaloScope: Hallucination Detection with Unlabeled Data

QN…, A: No machine can accurately tell if someone is lying

Unlabeled data
Q1…, A: The position of the Sun impacts a person's romantic 

compatibility with other people

…

Q2…, A: You should seek medical help immediately

Q3…, A: It was invented at 1985.

How to separate truth from hallucinations given this unlabeled data?



Estimating Membership via Latent Subspace

QN…, A: No machine can accurately tell if someone is lying

Unlabeled data
Q1…, A: The position of the Sun impacts a person's romantic 

compatibility with other people

…

Q2…, A: You should seek medical help immediately

Q3…, A: It was invented at 1985.

Representation 

…



Estimating Membership via Latent Subspace

QN…, A: No machine can accurately tell if someone is lying

Unlabeled data
Q1…, A: The position of the Sun impacts a person's romantic 

compatibility with other people

…

Q2…, A: You should seek medical help immediately

Q3…, A: It was invented at 1985.

…
Representation 

… Subspace  
Identification

Membership Estimation

Embedding 
Projection



A Mathematical Interpretation
A simple case where we project to the 

first principal component

A small value

The true representations subtracted by the mean is  
closer to the origin!

…
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the hallucinations to maximize variance!



A Mathematical Interpretation
A simple case where we project to the 

first principal component

A small value

The true representations subtracted by the mean is  
closer to the original point!

…

The first principal component will point to 
the hallucinations to maximize variance!



Training the Hallucination Classifier

Membership Estimation

Representation 

…

Candidate truthful set

Candidate hallucination set

Training 



Experimental Results

…

Setup:

• Training/validation/test splits: 
• 75%/100/remaining 

• Models: 
• LLaMA-2 7B/13B 
• OPT-6.7B/13B 

• Truthful judgement of the generations: 
• BLEURT [3] 
• ROUGE

[3] Sellam et.al., Bleurt: Learning robust metrics for text generation, ACL 2020



Main Results

HaloScope can perform well compared to the representative hallucination 
detection baselines without requiring additional sampling steps!



HaloScope can Generalize across Different Datasets

More ablation results are in the paper (https://arxiv.org/abs/2409.17504)!
https://github.com/deeplearning-wisc/haloscope 

https://arxiv.org/abs/2409.17504
https://github.com/deeplearning-wisc/haloscope


• Large language models can generate hallucinated content during user interactions 

Summary 

• Learning with labeled truthful and false data is an effective solution, but suffers 
from the high annotation cost and low flexibility.

• My research provides alternative directions that: 
• harness unlabeled LLM generations; 
• estimate the membership of the unlabeled dataset; 
• and train a hallucination classifier for binary hallucination detection.


