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Cross-Domain Few-Shot Learning (CDFSL)

 Setting
◼ Large-scale source-domain dataset

◼ Few-shot target-domain datasets

 Task
◼ Recognize target domain samples

 Key
◼ Large domain gap + Sample scarcity
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An Intriguing Phenomenon

 Target-domain performance consistently increases
◼ By simply multiplying a temperature (even as small as 0)

 Contribution

◼ Unveil the importance of the attention temperature in ViT-based 

CDFSL methods

◼ Find the query-key attention mechanism shows limited transferability 

against large domain gaps

◼ Propose a CDFSL method to boost ViT’s transferability
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Preliminaries

 Task definition

◼ Source dataset:𝐷𝑆 = {𝑥𝑖
𝑆, 𝑦𝑖

𝑆}𝑖=1
𝑁 ; target dataset: 𝐷𝑇 = {𝑥𝑖

𝑇, 𝑦𝑖
𝑇}𝑖=1

𝑁′

◼ In target dataset, learn from a support set {𝑥𝑖𝑗, 𝑦𝑖}𝑖=1,𝑗=1
𝑘,𝑛

, evalute on a 

query set {𝑥𝑞}

 ViT-based backbne

 Baseline
◼ Source Domain: 

 Cross entropy

◼ Target Domain:
 Fix backbone, prototype-based classification
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Interpreting the phenomenon

 Attention Temperature Remedies Target-Domain Attentions
◼ Intuitive Observation of Ineffective Target-Domain Attentions

 Source-domain-trained ViT focus on the CLS token and ignores all image tokens

 Tends to focus on a large range of noisy regions instead of meaningful objects

◼ Quantitative Verification of Target-Domain Attentions’ Ineffectiveness
 the attention value on the CLS token

 the sparsity of the attention on image tokens

 Curves of the source dataset are always 

located under those of target datasets

 Temperature adjustment as a remedy for 

ineffective target-domain attention
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Interpretion

 Why do attention networks get ineffective on target domains?
◼ Ineffective target-domain attention is majorly caused by the self-attention 

mechanism in the attention network
 The SA mechanism is more on the side of discriminability than transferability

 The default query-key relation contains the most domain information and 

discriminability

◼ Handle the Ineffective Target-Domain Attention
 Non-query-key features tend to be transferable but less discriminative

 Encourage the learning of the non-query-key parameters in ViT and resist the learning 

of the query-key parts
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Method

 Boost ViT’s transferability
◼ Source-Domain Attention Abandonment

 Stochastically abandon the query-key attention by multiplying a temperature of 0

 Resist the learning of the query-key attention parameters

◼ Target-Domain Attention Adjustment
 Multipling a pre-difined hyper-parameter

 Alleviate the influence of ineffective attention maps
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Experiments

 State-of-the-art performance



Experiments

 Verification of Improved Attention



Thanks!
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