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http://www.youtube.com/watch?v=MU5L9rIOaqw
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Self-Taught Recognizer?

In this work ...
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e Could we model this “Self-Taught” process for voice understanding?
o Robust Automatic Speech Recognition (ASR)
o Speech Translation (ST)

e How little labeled data we need if we could indicate

o Confidence scores
o Attentive scores
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Task: Unsupervised Adaptation for Speech-to-Text Decoding

o C: Confidence scores
N

o A: Attentive scores
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Our Contributions in this Work

We direct our focus on source-free UDA in ASR & ST, where only a pre-trained
model and unlabeled speeches are required to adapt to specific target domains.

We introduce a self-training approach called STAR that includes a new indicator
to evaluate the pseudo-label quality and achieve informed fine-tuning,

STAR effectively avoids the common catastrophic forgetting problem in
adaptation.
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l. Introduce Self-Taught Recognizer (STAR)
(i) o unlabeled speech (ii) o unlabeled speech only (source-free)
R unsupervised domain fmmmmm |
RN adaptation (UDA) pseudo labels | UDA
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e labeled speech
(source)

E\JW\N large speech model
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ll. Confidence & Attentive Scores in Speech-to-Text Decoding (1/2)

“(|en|)(|transcribe|) {|notimestamps|)” W= Confidence score
mmmm Attentive score

Variance
A 0.47
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o C: Confidence scores
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ll. Confidence & Attentive Scores in Speech-to-Text Decoding (2/2)

o (C: Confidence scores

o A: Attentive scores

“(|en|)(|transcribe|) {|notimestamps|)”’

Confidence Score Attentive Score

0
Cup (0929041, 1.2, 05020205111, 12; 1.2 1.4, 12/12; 1212 12,192,129 12 02 10, 02
Air  [14,19,21,18,12, 04,03,04,1.3,1.8,1.2, 1.0,1.4,1.3,1.3, 1.0,0.9,1.0,0.8,0.8,0.9, 0.8, 0.4, 0.3, 0.3, 0.04]
1
Pseudo L S8 DI P D] S v LHpSSF" 38852 qw 3 8
oWt LS I 0w O T o HIT P < S S o o
label: & = S e B R VTS §< £ 55 P
e Q = (o)
9 <
s
)



Il. STAR Indicator: Reliable and Stable (1/2)

meta-thresholds

N

S = [0 (A7 /CL— A) + o (CP /AL — A)] * Ay,

\ focal loss style smooth
activation functions /

S = [o(A — A?/C) x o(A — C2/A)] * A; % G AN/,

o C: Confidence scores
o A: Attentive scores



Il. STAR Indicator: Reliable and Stable (2/2)

L

ZASR(w, g) = Z = log Pg(ﬁllgl_l;l, x) * Sl; where Sl = lconf -+ Slcons.

or LsT =1

o C: Confidence scores
o A: Attentive scores

Ignore

Unfamilar Speech Hearing [ asmiti

*Monte Carlo Sampling
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lll. STAR Case Study

Normalized cross-entropy (NCE)

O
Metric | Content | Variance | NCE Score
Ground-truth | they are organised by scientific themes. | - | -
Pseudo label | they are organised by scientific teams. - -
Ci.L [0.81,0.88,0.98,1.21,1.13,1.17,0.82] | 0.023 —0.671
AL [1.47,1.49,0.95,1.20,0.79,0.43,0.67] 0.101 0.146
S1.r (ours) | [1.39,1.40,0.91,1.14,1.03,0.41,0.73] 0.058 0.322

Common voice hindi accent English
ID: “en_19795319”
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lll. STAR Indicator is Effective cross Noisy Datasets

. ; Whisper Whisper TOK ;eweight STAR Whisper
Testing Scenario (frozen) | (self-train.) UTTfirter G fi (ours) (real label)
Background Noise

test-real 6.8 6.9 6.4 6.5 6.2 6.0_11.8% 5.2

; test-simu 9.9 10.1 9.7 9.8 9.5 9.4 519 8.7
CHIRIE-4 Feyirea] 4.6 45 43 | 43 41 | 3.9_ip0% 3.2
dev-simu 7.0 7.0 6.6 6.7 6.6 6.4_3 6% 5.9

babble 40.2 37.6 35.0 33.5 31.3 | 30.2_54.99% 27.2

LS-FreeSound airport 15.6 15.5 15.2 153 15.0 || 14.8_5.19 14.5
car 2.9 3.0 2.8 2.8 2.6 2.5_13.8% 2.4

RATS radio 46.9 47.2 | 46.0 45.5 449 | 44.6_, 9% | 38.6

Speaker Accents

African 6.0 5.8 5.5 5.4 5.0 4.8_20.0% 4.6

Coimon Vol Austrqlian 5.8 5.7 5.6 5.5 5.2 5.1_12.19 4.3
Indian 6.6 6.5 6.3 6.4 6.1 6.0_g.19 5.7

Singaporean 6.5 6.2 5.8 5.8 5.4 5.1_51.5% 4.9

Specific Scenarios

TED-LIUM 3 TED talks 5.2 4.9 4.7 4.8 4.3 4.1_5q 09 3.6
SwitchBoard telephone 13.3 13.0 12.7 12.3 119 | 11.7_15.0% 9.9
LRS2 BBC talks 8.5 8.3 7.6 7.9 7.4 7.0_17.6% 5.6
ATIS airline info. 3.6 3.5 3.3 3.3 3.2 2.9_19.4% 2.0
CORAAL interview 21.5 21.3 20.8 20.7 204 | 20.1_g59 17.9
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lll. STAR Indicator works for both Whisper & RNN-T

Model Baseline | Self-train. STAR Real
Whisper-V3-1.5B 0.8 6.9 6.0_1189% | 9.2
Whisper-Med-0.8B 8.9 8.8 8.0_1019% | 7.1
OWSM-V3.1-1.0B 8.4 8.1 7.9_107% | 6.9
Canary-IOB 82 80 7.2_12.2% 64
Parakeet-TDT-1.1B 8.0 7.8 7.0_1259% | 6.2

Conformer RNN-T



lll. STAR Indicator is Sample-Efficient

CHIME-4 (test-real) CV (African) TED-LIUM 3 ATIS
6.8 6.0 v 36
5.6 48
6.4
0.36 h 52 0.31h 44 - 0.82h
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: 4.8
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Figure 3: WER (%) results with different numbers of unlabeled training samples. The minimum
required data amount (in hours) to obtain the best performance is highlighted in the star mark.
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lll. STAR works for Multilingual Speech Translation Tasks

Backbone 2.3B Model - SeamlessM4T (Meta)

translation task with FLEURS [13] test sets.

X — En | Baseline | Self-train. STAR Real
Ar 21.9 22.1 23.311.4 | 245
De 33.7 34.0 359422 | 36.5
Es 23.9 24.1 248,09 | 26.4
Fa 16.6 16.3 17.6410 | 19.0
Hi 22.4 22.5 234,10 | 244
Zh 16.3 16.3 171408 | 17.9
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