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Exploration in Reinforcement Learning

Sparse reward mazes. Test critical systems using RL.
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Diversity using Mutual Information

Z1 Z2

State distributions showing two sets of four skills on a grid maze. Each skill’s visited states
are represented by a unique symbol.

Maximizing mutual information (MI) I(S,Z ) between state S and skill descriptor Z :

I(S,Z ) ≜ DKL(P(S,Z )||P(S)P(Z )),

= H(S)−H(S|Z ).

MI is not a perfect measure of exploration:

I1(S,Z ) = H1(S)−H1(S|Z ) = log 4 and I2(S,Z ) = H2(S)−H2(S|Z ) = log 4

How to enforce exploration?
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Promoting diversity with SSR

The Successor State Representation (SSR) estimators provide a way to estimate conditional
probability densities between S and Z : p(s|s1, θ, z) represents the state occupancy
measure of the policy πθ(s, z), starting from s1:

p(s2|s1, θ, z) =
∞∑
t=0

γt p

(
st = s2

∣∣∣∣∣ s0 = s1,
at ∼ πθ(st , z)

)
.

We lower bound MI with SSR estimation (m(s1, s2, z) = p(s2|s1, θ, z)/p(s2)):

I(S,Z ) ≥ E
z∼p(z)

s1∼p(s|z)
s2∼p(s|z)
a∼π(·|s1)

log
 m(s1, a, s2, z)

1 +
∑

z′∈Z
m(s1, a, s2, z′)


 .
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Exploring through a novelty measure

To cope with MI limitations for exploration purposes we use a measure of novelty:

ut (s, z) = log

(
mt (s0, s, zi )∑t−1

k=1
∑

z′ mk (s0, s, z′)

)
︸ ︷︷ ︸

Explore under-visited areas

+
∑
z′ ̸=z

log

(
mt (sz

t−1, s, z)

mt (sz′
t−1, s, z

′)

)
+ log

(
mt (s0, s, z)
mt (s0, s, z′)

)
︸ ︷︷ ︸

Repulsion between skills

.

mk represents the SSR learned at epoch k of the algorithm. mi∈(1,t−1) are the past SSR
learned for the set of skills since the beginning of exploration.

G(θ) = E
z∼p(z)

s1∼p(s|z)
az∼πθ(·|s1,z)

s2∼δ(s|z)

log
 m(s1, az , s2, z)

1 +
∑

z′∈Z
m(s1, az′ , s2, z′)


 .
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Occupancy measure & Novelty measure estimation

(a) Measure (b) Uncertainty

(a): The SSR m(s0, s, z). (b): The uncertainty measure u(s, z), per skill, with
the maximum state highlighted.
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Quantitative evaluation of the coverage
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Relative coverage evolution across six tasks. The x-axis represents the
number of samples collected since the algorithm began.
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Conclusion & Takeaways

• Challenge: Addressed exploration in RL by encouraging skill diversity.
• Key Insight: Mutual information alone may be insufficient; introduced an

novelty-based objective for better coverage.
• LEADS Algorithm: Uses SSR estimators to adapt skills to under-explored states while

maintaining distinct state distributions.
• Results: Achieved superior state coverage in most tested environments over existing

methods.
• Outlook: The core idea is to explore by moving away from past experiences. This

approach could also be achieved with simpler density estimators better suited to the
problem.
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Thanks for your attention!
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