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Objectives

➢ Many VSAs have shown issues in numerical stability, computational 
complexity, or suboptimal performance when applied in neural 
network

➢ Introduced a novel VSA derived from Walsh Hadamard 
transformation, named Hadamard-derived Linear Binding (HLB)

➢ HLB supports commutative and associative binding in linear time 
and provides a numerically stable exact inverse while unbinding

➢ Defined a bimodal distribution which is proposed as initialization 
condition that avoids numerical instability

➢ Moreover, mathematically derived a correction term that improves 
the response of HLB during unbinding
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Binding Definition
The Binding function is defined by replacing the Fourier transform in 

circular convolution with the Hadamard transform

A parameter 𝜌 is defined that denotes the number of vector pairs 
bundled in a composite representation 𝜒
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Unbinding
The unbinding is defined via an inverse function following the theorem. This 
will give a symbolic form of unbinding step that retrieves the original 
component 𝑥 being searched for, as well as a necessary noise component 
𝜂° which must exist whenever 𝜌 > 1 items are bound together
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Projection

➢ To reduce the noise component, Holographic Reduced Representations (HRR) 
utilizes a projection step that normalizes inputs in Fourier domain

➢ While such normalization is not helpful in Hadamard domain, we just apply 
the Hadamard transformation to the inputs as a projection step
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Simplification

➢ By applying the projection step, we get a different noise component 𝜂𝜋 

➢ More interestingly, the retrieved output term does not contain any Hadamard 
matrix

➢ Therefore, the initial binding definition is redefined as ℬ′ 𝑥, 𝑦 = 𝑥 ⨀ 𝑦 and 

unbinding as ℬ∗′ 𝑥, 𝑦 = 𝑥 ⨀
1

𝑦
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Initialization Condition 7

➢ For the binding and unbinding operations to work, vectors need to have an 
expected value of zero 

➢ Since during unbinding, values close to zero would destabilize the noise 
component and create numerical instability

➢ Thus, a Mixture of Normal Distribution (MiND) is defined with an expected 
value of zero

➢ But the expected absolute value is greater than zero where U is the Uniform 
distribution

Properties

𝐸 𝑥 = 0, 𝐸 𝑥 = 𝜇, 𝑎𝑛𝑑 𝐸[||𝑥||2] = 𝜇2𝑑



Noise Reduction

In expectation, it is proved that 𝜂𝜋 <  𝜂° which is also verified by the experimental 
results.
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Similarity Augmentation 9



Similarity Augmentation Contd. 10



HLB in Deep Learning 11

➢ Experiments are performed in two deep learning applications using HLB 

➢ In the first application a method called Connectionist Symbolic Pseudo Secrets 
(CSPS) that leverages binding and unbinding to obfuscate the nature of input and 
outputs of network using HRR

➢ The same experiments  are performed via the properties of HLB 

➢ Similarly, in the second application, different VSA’s are used and compared to 
perform Extreme Multi Label (XML) classification



Experimental Results: CSPS

Connectionist Symbolic Pseudo Secrets (CSPS)
Accuracy

12

Mohammad Mahmudul Alam, et. al. “Deploying Convolutional Networks on Untrusted Platforms Using 2D Holographic Reduced 
Representations”, ICML 2022, Baltimore, MD, USA



Experimental Results: XML 13

Extreme Multi-label Classification
➢ Each class is represented with a unique vector, network learns the composite representation
➢ Each class label is queried, and cosine similarity is used to identify which labels are present
➢ Evaluated in terms of normalized discounted cumulative gain (nDCG) and propensity-scored 

(PS) based normalized discounted cumulative gain (PSnDCG)



Concluding Remarks

➢ Proposed a novel VSA called HLB that offers significant benefits for 
both classical VSA tasks and differentiable systems.

➢ Additionally, proposed a new initialization condition called Mixture of 
Normal Distribution (MiND)

➢ Mathematically showed the cosine similarity ϕ is approximately equal 
to the inverse square root of the number of bundled vector pairs ρ

➢ HLB outperformed other VSAs in both CSPS and XML tasks across all 
datasets, highlighting its extensive potential in Neuro-symbolic AI
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Thank you for your patience
Any Questions? 
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