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Why existing language-image pre-training models struggle to understand long texts?

Train with short caption
Understand with long caption

There is a well kept garden with 
green, white and red, flowers in 

the front of the castle and a 
paved road is around the garden. 

A large castle has white walls 
with beige trim around its walls 

and pillars …

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 

large castle has white walls with 
beige trim around its walls and 

pillars … 

Train with short caption
Understand with short caption

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 
large castle has white walls 
with beige trim around its 

walls and pillars …

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 
large castle has white walls 

with beige trim around its walls 
and pillars … 

Original Image

Understand the image 
with text caption 

according to attention 
visualization

Existing CLIP models are good at 
understanding short captions

‘garden token’ is overshadowed by 
‘castle token’!!

Shuffling the order of sentences, model 
still only sees ‘castle token’

castle token

garden token

castle token

garden token

Reason:

Lack of large-scale long text-image 

pairs for pre-training.

Motivation



Long texts re-captioning:

➢ We collected 100M data from five 

publicly available datasets;

➢ InstructBLIP, LLaVA, ShareGPT4V 

are used for re-captioning;

➢ The averaged length of long captions 

reaches 136 tokens.

Pre-training Dataset

Data Sample



Train with long caption
Understand with long caption

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 
large castle has white walls 

with beige trim around its walls 
and pillars …

There is a well kept garden
with green, white and red, 

flowers in the front of the castle
and a paved road is around the 
garden. A large castle has white 
walls with beige trim around its 

walls and pillars …

Train with short caption
Understand with long caption

There is a well kept garden with 
green, white and red, flowers in 

the front of the castle and a 
paved road is around the garden. 

A large castle has white walls 
with beige trim around its walls 

and pillars …

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 

large castle has white walls with 
beige trim around its walls and 

pillars … 

Train with short caption
Understand with short caption

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 
large castle has white walls 
with beige trim around its 

walls and pillars …

In front of the castle is a well 
kept garden with green, white 
and red, flowers and a paved 
road is around the garden. A 
large castle has white walls 

with beige trim around its walls 
and pillars … 

Original Image

Understand the image 
with text caption 

according to attention 
visualization

Existing CLIP models are good at 
understanding short captions

‘garden token’ is overshadowed by 
‘castle token’!!

Shuffling the order of sentences, model 
still only sees ‘castle token’

Long caption brings ‘garden token’
back into light 

castle token

garden token

castle token

garden token

castle token

garden token

Motivation

The usage of long captions brings the overshadowed tokens back into the light.

Use long captions in language-image pre-training



Evaluation datasets

➢ The texts in short-text-image retrieval 

tasks contain fewer than 15 tokens on 

average;

➢ We collected three long text-image 

pairs datasets, where the averaged text 

length exceeds 170 tokens;

➢ The long texts from DCI and IIW are 

human-annotated.

To quantitative evaluate the long text understanding ability of the pre-trained model, we 

construct long-text-image retrieval tasks.



Influence of directly using long captions in pre-training

Method

➢ (a) The performance on long-text-image retrieval tasks is consistently improved as the texts get longer;

➢ (b)(c) there is a performance degradation on short-text-image retrieval and image classification tasks.

Directly learning with long texts negatively impacts the ability of understanding short texts.



Method

Regain short text understanding ability and further enhance long text understanding ability

➢ Integrating corner tokens ([Cor 1], [Cor 2], . · · · ) to aggregate diverse textual information;

➢ Designing attention mask mechanism for text encoder to promote the diversity of the aggregated feature.



Ablation Studies

➢ More corner tokens improve the performance on long texts and short texts related tasks;

➢ Use Attention mask mechanism improve image classification accuracy by 0.46%.

Analysis on corner tokens and attention mask



Ablation Studies

Influence of token number limitation

➢ The performance of the pre-trained model on different 

tasks improves when the token number limitation 

increases up to 192, exceeds the commonly used 77 

tokens;

➢ The FLOPs of the text encoder, which increases with 

the text token number limitation.

➢ To balance the training efficiency and performance, we 

set token number limitation to 128.



Experimental Results

Long text-image Retrieval

Comparison with SOTA methods

➢ LoTLIP trained with 100M data exceeds all 

state-of-the-art methods on long-text-image 

retrieval tasks, even though these methods 

pre-trained on a much larger scale of data.



Thanks! 
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