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Background: Continual Knowledge Learning (CKL)

• CKL : Enabling LMs to constantly obtain new and updated knowledge while mitigating 
forgetting of previous learned

• Two dimensions of evaluating CKL
- Plasticity : How well obtained
- Stability : How well preserved

• Previous approach
1) Adapter
2) Regularization
3) Review

• Our approach : Learn only important (useful) information, skip un-important.



Learning only useful information
Train-Attention (TA) : detecting and highlighting useful token in the document (D).
TA-augmented LM (TAALM) : LMs learning new information with the aid of TA.



What is importance?
: Usefulness

• is useful if learning it is expected to help solving some 
tasks (i.e., improves the performance on tasks) in the future.



Formulate into Meta-learning problem



Architecture



the weight map generated by 
the trained TA. Orange light 
highlight key information, such 
as the subject's name, 
occupation, or date of birth.



Benchmark: LamaCKL

pre-test accuracy 1 -> Not-To-Forget set -> evaluate stability
pre-test accuracy 0 -> To-Learn set -> evaluate plasticity



Results




