
Emotion-LLaMA: Multimodal Emotion Recognition and 
Reasoning with Instruction Tuning

Main Contributions

• We constructed the MERR dataset, consisting of 28,618 coarse-grained 
and 4,487 fine-grained annotated samples across diverse emotional 
contexts, enabling models to generalize to real-world applications and 
advance large-scale multimodal emotion model training and evaluation.

• We developed the Emotion-LLaMA model, which integrates HuBERT 
for audio processing and multiview visual encoders (MAE, VideoMAE, 
EVA) to capture facial details, dynamics, and context, enhancing 
emotional recognition and reasoning by aligning these features to a 
textual semantic space.

• Extensive experiments show that Emotion-LLaMA outperforms other 
MLLMs across multiple datasets, establishing it as the state-of-the-art 
model in public competitions. It achieved top scores on the EMER 
dataset (Clue Overlap: 7.83, Label Overlap: 6.25), F1 scores of 0.9036 
on MER2023-SEMI and 0.8452 on MER2024-NOISE, and surpassed 
ChatGPT-4V in zero-shot evaluations, including DFEW (+4.37%) and 
MER2024-OV (+8.52%).

Emotion-LLaMA

To capture emotional cues in audio and visual modalities, we leverage the 
HuBERT model as our audio encoder and a multiview visual encoder (EVA, 
MAE, VideoMAE). Emotion-LLaMA is trained in a coarse-to-fine manner, 
consisting of the Pre-training and Multimodal Instruction Tuning. 
By employing this linear projection and multimodal token representation, 
Emotion-LLaMA processes and integrates information from various 
modalities, leveraging the strengths of the underlying LLaMA model while 
incorporating essential emotional cues from audio and visual sources.

Architecture of Emotion-LLaMA, which integrates multimodal inputs for multimodal emotional recognition and reasoning.

The MERR dataset includes audio tone description, lexical subtitle, visual objective 
description, visual expression description, classification label, and multimodal 
description. It extends the range of emotional categories and annotations beyond 
those found in existing datasets. 

MERR Dataset Construction

Overview of the video expression annotation process using Action Units (AUs).

Example of the MERR dataset.

A comparative analysis of several key emotional datasets, including DFEW, MER2023, EMER, and MERR.
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Experiments

An example of multimodal emotion reasoning comparing Emotion-LLaMA with other MLLMs.

Comparison of multimodal emotion recognition results on EMER, MER2023-SEMI and DFEW.
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