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Main Contributions MERR Dataset Construction
« We constructed the MERR dataset, consisting of 28,618 coarse-grained ) T SO Soon Aaeality Soeoe
. . ) . 1.02 7] VideoChat-Text [47] 6.42 3.94 MER?2023-Baseline A,V 0.8675
and 4,487 fine-grained annotated samples across diverse emotional o | Video-LLaMA [86] 6.64 4.89 MER2023-Baseline A, V. T  0.8640
. ) . ) ,,»*’:/” Video-ChatGPT [59] 6.95 5.74 Transformer A, V, T 0.8853
contexts, enabling models to generalize to real-world applications and W AUO4S PandaGPT [72] 7.14 551 FBP A, V.T 08855
. . .. . " AUDS“}E‘:\‘ VideoChat-Embed [47] .15 5.65 VAT AV 0.8911
advance large-scale multimodal emotion model training and evaluation. SR surprise Valley [58] 7.24 5.77 Emotion-LLaMA (ours) A,V 0.8905
. : : 0.36 AU09 Emotion-LLaMA (ours) 7.83 6.25 Emotion-LLaMA (ours) A, V, T 0.9036
« We developed the Emotion-LLaMA model, which integrates HUBERT 0.2 S0 G e
. : .. . . - A Method H Sad N Ang S Dis F UAR WAR
for audio processing and multiview visual encoders (MAE, VideoMAE, _ [:Io.ozl W AU26 N Z:.D_ZM = - — — — - —
EVA) to capture facial details, dynamics, and context, enhancing LLaVANEXT [56] 746 7943 3595 000 000 000 000 2512 3375
. ‘g . . . MiniGPT-v2 [8] 84.25 47.23 2228 20.69 2.04 0.00 0.55 25.79 34.47
emotional recognition and reasoning by aligning these features to a A —— AUOS ' Frame 01 ' Video-LLaVA(image) [55] 37.09 27.18 26.97 5885 1297 000 3.31 20.78 31.10
. .29 / \‘x,\ — AL2E r Video-LLaVA(video) [55] 51.94 39.84 2978 58.85 0.00 0.00 2.76 26.17 35.24
textual semantic space. e/ \ AUO5: 0.36 ¢ Video-Llama [86] 20.25 67.55 80.15 5.29 4.76 0.00 939 26.77 35.75
510 \\‘_ GPT-4V [53] 62.35 70.45 56.18 50.69 53219 10.34 51.11 47.69 54.85
- Extensive experiments show that Emotion-LLaMA outperforms other fos % AU26:1.02 nE " Empuon L LANLS(ou) EL2BARe 2 RNo LRPR RIS R 6 OGO IS S BN RSNy
: T % & yes wiaene Fine-tuning
MLLMs across multiple datasets, establishing it as the state-of-the-art \ e : "Wid thed" EC-STFI [39] 79.18 49.05 57.85 60.98 46.15 276 2151 4535 56.51
2 " Frame 07 '-._ ide-moutne Former-DFER [91] 84.05 62.57 67.52 70.03 5643 345 31.78 53.69 65.70
del i bli titi |t hi dt the EMER st : : IAL [45] 87.95 67.21 70.10 76.06 6222 0.00 26.44 5571 69.24
model in public competitions. achieved top scores on the - 7 AU05:0.00 M_AE-DPER [73] 9292 77.46 74.56 7694 6099 18.62 42.35 63.41 74.43
dataset (Clue Overlap: 7.83, Label Overlap: 6.25), F1 scores of 0.9036 AUZS:125 a5 o1 03.62 8025 7714 8109 0453 1385 3471 6182 7603
2 ' : : ' 12 14 ] E ion-LLaMA s 93.05 79.42 7247 84.14 T2.79 3.45 44.20 o64.21 77.06
on MER2023-SEMI and 0.8452 on MER2024-NOISE, and surpassed S _________________
ChatGPT-4V in zero-shot evaluations, including DFEW (+4_370/0) and Comparison of multimodal emotion recognition results on EMER, MER2023-SEMI and DFEW.
MER?2 O 24.- OV (+ 85 2 (yo). Overview of the video expression annotation process using Action Units (AUs). An Example of Multimodal Emotion Reasoning
The MERR dataset includes audio tone description, lexical subtitle, visual objective
Emotion-LLaMA description, visual expression description, classification label, and multimodal 5
description. It extends the range of emotional categories and annotations beyond N
those found in existing datasets B
TO Captu re em0t|0na| cues in aUd|O and Visual mOda||t|eS, we |everage the g . Subtitle (En) Are you really stupid Jrjust pretending? Do I care about spending this money? It’s just a joke.
. .. . G d Truth In the video, although she had a smil her face, sh stioned the oth son, “A ally stupid or just
HUBERT mOdel asS our aUd|O enCOder and d mU|t|V|eW VISU8| enCOder (EVA, I . o Visual Expression Description [ Cres): TR p[:'etei(\ifil;;” lexp(:'l;fsir:geherldi:;:eﬁli]s’?agt[}()l?;ulzitzn;e? g:]xi;ri:;:fhe (:h?ar ;cr:rz?}l;:’(:;nact (:Fgrzltjelt‘ifin}é :UUE:: fsf)fllﬁl
. . . . . . Audio Tone Description [Cara): .." S A Therefore, it can be inferred that his emotional state is angry.
MAE’ VIdeOMAE) Emotion-LLaMA is trained in a coarse-to-fine manner, "The woman in the video speaks : _’I_L e g AU-D5: 0.38 PandaGPT The emotional state of this person appears to be positive and relaxed. They are smiling and laughing, indicating that
consisting of the Pre-training and Multimodal Instruction Tuning. it an e o e <. I oy e e e
. . . . . . . T — = k " tense or uncomfortable. - ’
By emp|0y|ng thIS Ilnear prOJeCtlon and mUItImOdal tOken representatlons |I.:.’_Hlﬂil| Sl:llhhtle (Cis): N "Eyes widened, Wide-mouthed." VideoChat-Embed | Based on the video, the lady appears to be quite upset and angry. She discusses her financial losses and how her
i - i I i I Oh my! boyfriend seems indifferent to her feelings. She expresses a desire to spend money. The lady’s facial expressions
Emotion-LLaMA processes and integrates information from various
_____ Multi jal Description [Cond): and gestures, such as frowning and clutching her purse tightly...
mOdaIitieS, |everaging the Strengths of the Underlying LLaMA model while Visual Objective Description (Cho5): . ; , o Valley From the video, we can infer that the woman might be in a neutral or mixed emotional state. In some scenes, she is
_ . _ . _ _ “The woman in the video is talking In the """dE':'r o WOMan I CoTversing 1.-'|.rrth d man. smiling or making amusing faces, suggesting she feels happy or amused. . .
|nC0rp0rat|ng essentlal em0t|0na| cues from aUdIO and V|Sua| sources. i ; ; Fler hmal.emrﬁsmm’ with eyes mdened and Emotion-LLaMA | In the video, the woman'’s facial expressions, including a furrowed brow, lifted eyebrows, and a slightly lowered lip,
to a man, possibly discussing
tl‘l: . rtant or shari ; e mu"'tlh "'"r'd'? DPE“I {IEﬂﬂ? show 5'{'1}”5'3‘ She suggest a mix of emotions. Her tone and intonation convey a sense of frustration, and her words reveal that she
\ Visual Token e Eﬂ;ﬁuu;ﬁ;r:r?;mr;in;; . aring 1‘ _ amplifies this visual cue with an excited tone as is questioning whether the other person is silly, indicating a sense of annoyance. Therefore, it is inferred that her
ans i . & Y - A S T AN v yus she exclaims, "Oh my." This combination of voice emotional state is anger.
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Audio Token it e e e | { 7 wi ] i and expression indicates that she is experiencing
3@‘} ol m R Vid & Audi surprise, likely in response to unexpected news An example of multimodal emotion reasoning comparing Emotion-LLaMA with other MLLMs.
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Architecture of Emotion-LLaMA, which integrates multimodal inputs for multimodal emotional recognition and reasoning. A comparative analysis of several key emotional datasets, including DFEW, MER2023, EMER, and MERR.




