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Theorem. There is a convex, 1-smooth function f, such that for any ¢ > 1, there is a point zg
where this algorithm diverges.
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Answer: The first term is needed (maybe in another form).
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= The full update can be replaced by ..., which allows to use a fixed step oy = I
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