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•Online Class Incremental Learning (OCIL) requires to
train the model on an online data stream task by task.
New classes occur in new task and all training has to
be done in one epoch (i.e., one pass data stream).

•The goal of OCIL is to counter Catastrophic Forgetting
(CF), the losing of previous knowledge when new data
are introduced.

Introduction & motivation
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To solve CF, several methods are proposed, which can
be considered as two type:

•Exemplar-free: adds constraint to loss function to
avoid forgetting.

•Replay-based: stores some historical data and reuse
the in new task.

Exemplar-free methods use less training resources while
show less competitive results.

Replay-based methods counter CF effectively but
requires additional GPU memory and long training time.

Introduction & motivation



Analytic Continual Learning (ACL):

• A new branch that redefines the Continual Learning,
including Class Incremental Learning into recursive least
square problem.

• ACL is able to train the model in one epoch without
compromising its accuracy.

• ACL has been used in several CL scenario such as classic
CIL, few-shot CIL.

Introduction & motivation



F-OAL

The proposed framework has to parts: frozen pre-trained encoder and 
Analytic Classifier.



F-OAL
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In encoder part, we leverage the pre-trained Vision Transformer and add two module: Feature fusion and 

Smooth Projection to produce representative activations.

Smooth Projection

Expansion Sigmoid



F-OAL
In Analytic Classifier part, we update the weight matrix of the linear classifier by recursive least square with the 

activations extracted by encoder.
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Results

Metrics: 

Average accuracy, 

last task accuracy 

and forgetting rate.

Results:

Competitive on coarse-

grained datasets.

Dominant on fine-

grained datasets.



• Fast training time: Less trainable parameters, only R and W

• Low GPU footprint: no gradients needed.

Results



Thank you!
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