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Background

Randomized Smoothing for Certified Robustness

Certify the robustness of a given classifier under £, norm perturbations. Given the base
classifier f and an input x, randomized smoothing defines the smoothed classifier by

g(x) = argmax, PENN(O’O.ZI) (f(x+¢€)=c)
Then g(x) induces the certified robustness for x with radius R by
o
R = 5 (@7 (pa) — 7 (B))

Diffusion Purification

For a larger certified radius, robust training of classifier f with Gaussian augmented
noise is normally required to ensure the accurate classification of the smoothed
classifier. Due to the inherent denoising capability of the diffusion model D, the base
classifier f can be defined as the combination of any standard classifier f;;4 and the

diffusion model by
fx+e)= fsa(D(x +¢€))



Motivation

Efficiency and Effectiveness Trade-offs for Previous Diffusion Purification

* One-shot denoising with Denoising Diffusion Probabilistic Model (DDPM)
Efficient but not effective. One-shot only generates the posterior mean of noisy data.

* DensePure, Local Smoothing, Noised Diffusion Classifier, Probability Flow Ordinary
Differential Equation (PF-ODE)

Effective but not efficient. Multiple network evaluations are required.

Consistency Model, the Potential Pareto Superior Solution

* Consistency model leans the trajectory of PF-ODE by mapping any point along this
trajectory back to its start point. It allows images with any scale of Gaussian noise to

be directly purified to clean images.

* Consistency models are primarily trained for image generation, further adaptations are
needed for better purification performance.



Theoretical Analysis

Why consistency model is both effective and efficient?
» Effective: in-distribution mapping
* Efficient: one-step purification

Why consistency model only is not enough?

* Semantic inconsistency of ODE trajectory

Consistency models are primarily trained for image generation, which is not enough for purification

Data Noise

The data point in the middle of the trajectory
(dog) may not have the same semantic
meaning as the data point in the start of the
trajectory (cat).




Theoretical Analysis

How to further improve?

* Consistency fine-tuning by minimizing the LPIPS loss between of the clean sample and
the purified sample

Why not £ or £, loss?
« £, or ¥, loss does not represent semantic consistency
* minimizing £, or £, loss is essentially training DDPM, destroying the trajectory mapping

Theoretical guarantee:

 Sketch of Theorem 3.3 in the paper: the purification efficacy is higher when the
distance between the data distribution and the purified distribution is lower.

* Consistency fine-tuning aims to decrease the distance between the two distributions



Our Approach: Consistency Purification
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Our Approach: Consistency Purification
Consistency Purification

For given consistency model purifier Dy, any noisy input x,~N (x, t%I) can be recovered to the trajectory’s
start by x, = Dg(x¢,t).

For the Gaussian noise augmented image x,..~N (x, ¢2I) with variance ¢ used in randomized smoothing,

: . ti—1+C; ti+t : :
we need to compute the time step by t) = {t;|oc € (= ;Jr : l+21+1]}, where t; is the time schedule used

N A S N
during training with t; = <ep + E(TP — ep)> ,p=17.

Consistency Fine-tuning

We fine-tune the purifier Dg by minimizing the following loss function:

Ly = E|lx — Dy (o, tI|, 1y

where the expectation is taken with x~pgatq, 0~U{0;} %1, Xo~N (x,0%]).

The fine-tuned consistency model purifier D g+ results in the final purified image by:
Xp = Dg+(xys, ts)



Experimental Results

Table 2: Certified Accuracy of Consistency Purification for CIFAR-10 and ImageNet-64.

CIFAR-10 Certified Accuracy at € (%)
Method Purification Steps 00 025 05 0.75 1.0
onestep-DDPM[25] One Step 87.6 73.6 556 392 29.6
onestep-EDM One Step 874 762 588 408 324
PF-ODE EDM Multi Steps 89.6 770 604 426 34.0
Diffusion Calibration[38] One Step 90.2 764 572 426 324
Consistency Purification One Step 904 772 598 428 332
+ Consistency Fine-tuning One Step 902 794 624 438 354
ImageNet-64 Certified Accuracy at € (%)
Method Purification Steps 0.0 0.05 0.15 0.25 0.35
onestep-DDPM [25] One Step 552 448 334 152 88
Consistency Purification One Step 624 542 352 198 13.0
+ Consistency Fine-tuning One Step 68.6 58.0 374 234 174

Experimental results have demonstrated that

Consistency Purification could certify robustness
with both efficiency and effectiveness compared

with various baseline purification methods.
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Visualization Examples

Visualization of purified images™* after m E H “ m .!
the diffusion purification by applying

e DR NN
Purification on CIFAR-10 with 0 =0.5 . '

noise level.

(a) Purified images by onestep-DDPM (b) Purified images by Consistency Purification

Visualization of purified images™ after * \ " .
the diffusion purification by applying . :
onestep-DDPM and Consistency

Purification on ImageNet-64 with ¢ =
0.25 noise level.

, , i , , _ (b) Purified images by Consistency Purification
*|dentical noise patterns are applied to images at corresponding locations.



Thank You for Listening!
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