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Introduction

➢ The size of LUT exhibits exponential growth with the convolution kernel size, creating 

a storage bottleneck for its broader application on edge devices. 

➢ We address the storage explosion challenge to promote the capacity of mapping the 

complex CNN models by LUT.

➢ The storage requirement of TinyLUT is around 4.1% of MuLUT-SDY-X2 and amenable 

to on-chip cache, yielding competitive accuracy with over 5× lower inference 

latency on Raspberry 4B than FSRCNN.
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➢ Separable Mapping Strategy(SMS) and Dynamic Discretization Mechanism (DDM) 

TinyLUT Method

➢ We propose separable mapping strategy(SMS) to decouple 2 × 2 kernel into four 1 × 1 

kernels which reduces the size of the LUT required to 256 × 4 × 8bit= 1KB. 

➢ The dynamic discretization mechanism (DDM) adaptively explores the parameterized 

clipping level of quantization range for each channel based on the gradients with Straight-

Through Estimator (STE), which significantly optimize the equilibrium of accuracy and LUT 

size.



➢ Architecture

TinyLUT Method

➢ The CNN model is built on  standard convolution, depthwise convolution (DwConv) and 

PwBlock. 

➢ Based on SMS and DDM, the standard convolution, DwConv and PwBlock are mapped by LUT 

respectively to build standard convolution mapped LUT (ScLUT) , depthwise LUT (DwLUT) and 

pointwise LUT (PwLUT).
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➢ Super Resolution

Experiment



➢ Denoise
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➢ Ablation Studies

Experiment

➢ The accuracy of SMS is competitive with corresponding mapped neural network 

with 8bit data in SISR, while yielding over 7× storage reduction.

➢ The images above illustrate the reasons for DDM selecting 6 MSBs and 2 LSBs. 

They also demonstrate the feasibility of reducing storage overhead through 

activation quantization in DDM.
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Conclusion

In this paper, we analyze previous successful LUT-based deep learning approaches and 

summarize the key problem of storage explosion, which limits the further popularization of LUT 

in image restoration on edge devices. To address the storage explosion, we propose the 

separable mapping strategy (SMS) and dynamic discretization mechanism(DDM) to decompose 

the kernel and activation, respectively.

In particular, we design the TinyLUT framework based on SMS and DDM. By seamlessly 

integrating these innovations, TinyLUT-F sets a new record for SISR by achieving over 31dB 

PSNR on the Set5 dataset at just 171KB LUT storage. Overall, extensive experiments across 

seven benchmark datasets and two classic image restoration tasks demonstrate the effectiveness 

and efficiency of TinyLUT on resource-constrained devices.
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