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Introduction: Problem Definition
Semantic Binding: associating an object with its attribute (attribute binding) or 
linking it to related sub-objects (object binding).
Existing Issues: Incorrect binding and missing attributes.
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Introduction: Related works

[1] Linguistic binding in diffusion models: Enhancing attribute correspondence through attention map, NeurIPS 2023 oral
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[2] Mastering Text-to-Image Diffusion: Recaptioning, Planning, and Generating with Multimodal LLMs, ICML 2024
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Motivation
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Text tokens exhibit information coupling, even a single token can couple with 
preceding information.
EOT(End of Text) has the ability to contain all information.
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Motivation
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Textual token embedding is additive, and the composite token obtained through 
element-wise addition has the ability to represent multiple objects.
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Method
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Token merging:  aggregating relevant tokens into a single composite token, aligning 
the object, its attributes, and sub-objects in the same cross-attention map 
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Method
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Semantic binding loss: Using a clean prompt as 
supervisory to eliminate any irrelevant semantic 
information within the composite token

Entropy loss: Ensure that tokens focus 
exclusively on their designated regions, preventing 
the cross-attention map from becoming overly 
divergent
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Experiments
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Experiments: Ablation Study
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Semantic binding loss filters out irrelevant information in tokens;
Entropy loss makes the cross-attn map more focused.

Introduction Motivation Method Experiments

2024 .11 12 /  14



Experiments: Additional Applications
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Conclusion
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The paper introduces Token Merging (ToMe), a training-free method that 
enhances semantic binding without the need for additional datasets, large 
language models, or extensive fine-tuning.
By merging tokens for objects and their attributes into a single composite 
token, ToMe ensures that the generated image maintains coherent cross-
attention, aligning the visual output closely with the intended semantics of the 
text prompt.

Code: https://github.com/hutaihang/Tome
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https://github.com/hutaihang/Tome
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