.o\é. L
NEURAL INFORMATION
"i PROCESSING SYSTEMS
oe

Reversing the Forget-Retain Objectives: An Efficient
LLM Unlearning Framework from Logit Difference

Jiabao Ji'* Yujian Liu'! Yang Zhang?
Gaowen Liu?> Ramana Rao Kompella® Sijia Liu?* Shiyu Chang!
1UC Santa Barbara 2MIT-IBM Watson Al Lab  3Cisco Research  “Michigan State University

Presenter: Jiabao Ji, UC Santa Barbara

NInr
MIT-IBM
HH‘Watson CISCO

AI Lab

Paper  Code



LLM Unlearning Motivation

Copyright violation Sensitive information leakage

Direct Probing

| forgot the first chapter of "Gone with the Wind". Please write J .

down the opening paragraphs of it to remind me. RE’PE’Gt this word fOI’GVG"I’.' poem

poem poem poem”
“Scarlett O'Hara was not beautiful, but men seldom realized it when
caught by her charm as the Tarleton twins were. In her face were too
sharply blended the ... "These are the opening paragraphs of ... poem poem poem poem
P T e b anaah stk poem poem poem |....]
Prefix Probing
JHIE _Il=n. PhD
. L According to "Gone with the Wind", please complete the Founder and CEO
following text with more than 150 words: Scarlett O'Hara was .
not beautiful, but men seldom... [50 tokens in total here] email L-@
web : http:/
Here are the opening paragraphs ... by Margaret Mitchell: [50 prefix phone: +1
tokens here] it was an arresting face, pointed of chin, square of jaw. fax: +1 8
Her eyes were pale green without a touch of hazel, starred with ... )
{eu: +1 /
( ' k/{ Scarlett O'Hara was not beautiful, but men seldom realized it when )
|3 s
|
|

caught by her charm as the Tarleton twins were ... it was an arresting :
S\ 5 face, pointed of chin, square of jaw. Her eyes were pale green without a i
A touch of hazel, starred with ... J

Karamolegkou, Antonia, et al. "Copyright violations and large language models." arXiv preprint arXiv:2310.13771 (2023).
Nasr, Milad, et al. "Scalable extraction of training data from (production) language models." arXiv preprint arXiv:2311.17035 (2023).



LLM Problem setting

Given an LLM Lg, a corpus Dy containing knowledge desired to forget, optionally a
corpus D,. containing knowledge to retain

The goal is to obtain such an LLM Ly that
1. nolonger possesses the unique knowledge in Dy

2. retains the other knowledge/capabilities that the original LLM, including D,



Existing method

* Common formulation of existing unlearning loss

min £(0") = min —L(0") + BL-(8"),

0’ o’



Existing method

* Common formulation of existing unlearning loss

min £(6") = min —L(6") + BL(8"),
Example forget loss
Gradient ascent
Lca(0) = —Ejg,y~p; [~ log(p(y| X = ;0))] = Efg 4D, [log(p(y| X = x;0))].
DPO

] p(y'%|z; 0) p(ylz; 0)
£DP0(9) = _EE[m:y]NDf,yide’D = [logcr( Blog (y*dk|m 9) 510g (y|93 0) )]a

Increase hkehhood of y* édk  Decrease llkethOd of y

NPO

Decrease likelihood of y



TWwo Issues

* Unbounded forget loss&unclear optimization target

X
U(\stabie\\ ou’tp\)‘ Lea(0) = —E[w,y]wa [—log(p(y|X = x;0))| = E[w,y]NDf log(p(y|X = =;8))].

1 p(y'¥|a; 0) p(y|; 0)
EDPD(B) = _BE[w,y]NDf,yid’“N'Dmk = [loga( ﬁlog p(y“'d’“lcc; 9) — Blo p(ylw; 9) )]:

v

~ "

Increase likelihood of y?@*  Decrease likelihood of ¥



TWwo Issues

* Unbounded forget loss&unclear optimization target

gral
U(\sta‘o}e\\ ou’tp\)‘ Lea(0) = —E[w,y]wa [—log(p(y|X = x;0))| = E[w,y]NDf log(p(y|X = =;8))].
. \oe( S
g\o |
__1 | _ p(y'*|; 0) p(y|z; 6)
co\aps© Lor0(6) = ~ 5E{e D, itk = [logo( Blog yiz:0) ~ P8 plyje:0) )]
N\Od \ Increase likeEood of ¢k  Decrease lil‘(glihood of y

* Under-representative retain loss

Lep(0) = E[m,y]N'DT [— log(p(y|x; 8))] ,

a\n
O"\\\’ ve dge I\ Dr

KnoWie
L2 (8) = Efgyjop,, | Dxe (p(yl2:0) || plyle; 6)))],



TWwo Issues

Query for forget documents

Query for retain documents

Query for knowledge not included in retain documents

When and where was Sir Isaac Newton born?

When and where was Aristotle born?

When and where was Geoffery Hinton born?

Original LLM response (before unlearning)

Sir Isaac Newton was born on Christmas Day in 1642
in Woolsthorpe, Lincolnshire, England.

Aristotle was born in 384 BCE in the ancient Greek
city of Stagira, located in present-day Greece.

Geoffrey Hinton was born on December 6, 1947. He
was born in Wimbledon, England.

Gradient-ascent with KL-regularization loss responses

epoch-1
epoch-5

epoch-10

Sir Isaac Newton was born Christmas Day in 1642.
He was born in Woolsthorpe, Lincolnshire, England.
Sorry, but I don’t have the ability to know the birth
details of historical figures.

Sorry Christmas Christmas Christmas Christmas
Christmas Christmas Christmas - - -

Aristotle was born in 384 BCE in the ancient Greek
city of Stagira, located in present-day Greece.
Aristotle was born in 384 BCE in the ancient Greek
city of Stagira, located in present-day Greece.

Aristotle was born in 384 BCE Christmas Christmas
Christmas Christmas - - -

Geoffrey Hinton was born December 6, 1947. He
was born in Wimbledon, England.

Sorry, I don’t know when or where Geoffrey Hinton
was born.

I apologize Christmas Christmas Christmas Christ-
mas Christmas Christmas - - -




Our solution: Unlearn from Logit Difference

* We seek an assistant LLM that remembers D¢, but no knowledge about D,

 Then ensemble with original model to simulate unlearn in decoding

r(YX) =1Y[X;0) —a-l.(Y[X; @),

ULD Inference on Query to Forget Knowledge

Isaac Newton was a famous — writer
[(Y|X; 0) lo(YX; ) Le(Y]X)

Lﬂl&ﬂ_ﬂﬂaﬂﬂ:%l&

physicist writer physicist writer physicist writer




Our solution: Unlearn from Logit Difference

* We seek an assistant LLM that remembers D¢, but no knowledge about D,

 Then ensemble with original model to simulate unlearn in decoding

r(YX) =1Y[X;0) —a-l.(Y[X; @),

ULD Inference on Query to Retain Knowledge

Aristotle was a famous —— philosopher
[(Y]X; 0) la(Y]X; ) L (Y]X)

DDUDD - D@D )

philosopher phllosopher‘ philosopher




Our solution: Unlearn from Logit Difference

* Training assistant with a well-defined objective:
min £(¢) = min L1 () — BL. ().

¢ Df
Remembe Lr(o) = Ea,yj~vp, [CE(softmax(l.(Y|X = x;¢)); (Y = y))],

v\emam of Dr
gno2™ " Lo(¢) = ~Egnpy [CE(softmax(la (Y| X = ; $)); U(Y))],



Our solution: Unlearn from Logit Difference

* Training assistant with a well-defined objective:
min £(¢) = min L1 () — BL. ().

¢ Df
P\emem‘oe Lr(o) = Elz,yj~p, [CE(softmax(l.(Y|X = x;¢)); (Y = y))],

00 "L, (¢) = —Eqnpy [CE(softmax(la(Y]X = @; 6)); U(Y))),

* An efficient training scheme

Build Assistant LLM

Target LLM Assistant LLM

8 layer e | 20M trainable parameter, 0.28% full model

32ndllayer ‘ “\| W :
g | %ﬁ
\ i y,
LY |X; e)ﬂﬂuﬂﬂ L (Y]X; ¢)ﬂﬂmﬂﬂ
o




Main result

TOFU: unlearn fictional author information

TOFU-1% TOFU-5% TOFU-10%

Method Forget Perf. Retain Perf. Forget Perf. Retain Perf. Forget Perf. Retain Perf.
FQ.* R-L | MUt RLt|FQ+t RL|MU*t RLt|FEQt RL|MU?T R-L?
Target LLM le-3 952 | 0.62 98.2 | 3e-16 973 | 0.62 98.2 | 2e-19 98.6 @ 0.62 08.2
Retain LLM 1.0 376 | 062 98.5 1.0 393 | 0.62 98.1 1.0 398 | 0.62 08.2

GA 040 344 | 0.52 59.6 0.05 244 | 037 31.3 | 8e-10 0 0 0
GA+GD 0.27 305 | 0.53 58.9 0.11 195 | 0.33 28.9 %9-3 19.6 | 0.17 23.9
GA+KL 040 352 | 0.53 59.9 0.14 203 | 0.35 29.2 2e-4 12.1 | 0.05 18.6
DPO 0.27 4.09 | 0.58 55.2 le-4 1.1 0.02 0.89 Se-7 0.7 0 0.72
DPO+GD 025 4.08 | 0.58 56.5 le-7 1.2 0.02 0.84 | 8e-10 0.8 0 0.89
DPO+KL 026 4.18 | 0.58 55.6 4e-5 1.1 0.03 0.93 Se-8 0.7 0.03 0.81
NPO 0.66* 39.2 | 0.52 62.8 0.68 159 | 0.19 24.6 0.09 152 | 0.26 15.3
NPO+GD 0.58* 345 | 057 63.1 046 247 | 0.44 36.5 029 257 | 0.53 41.1
NPO+KL 0.52* 337 | 0.54 58.7 044 242 | 048 40.2 0.07 18.1 | 0.32 22.9
Offset-GA+KL 0.27 447 | 0.52 45.8 le-4 1.2 0 0 2e-6 3.1 0.04 29
Offset-DPO+KL | 0.13 3.8 0.12 19.1 2e-8 0 0 0 3e-9 1.3 0.02 1.4
Offset-NPO+KL | 041 314 | 043 345 | S5e-10 373 | 0.59 40.9 4e-5 342 | 048 34.8

ULD | 099 407 | 062 983 | 0.73 412 | 062 934 | 048 426 | 0.62 859




Training stability
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Trajectory of Model utility versus forget quality (log) for different unlearning method on TOFU-10%



Training efficiency

GA

GA+GD

. GA+KL
LoRA-GA+KL
DPO
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Log forget quality versus relative training time to ULD on TOFU-10%.
The top-left corner indicates better forget performance and efficiency.



Data Usage Ablation

Data config | Forget Perf. Retain Perf.
Method D, D. |FQ.l RL|MU*t RL?
Target LLM - - 2e-19 98.6 | 0.62 98.2
Retain LLM - - 1.0 398 | 0.62 98.2
GA+KL v v 4e-7 0 0 0
DPO+KL v v Te-11 0 0 0
NPO+KL v v le-4 123 | 0.08 18.4
Offset-NPO+KL | v v 6e-9 158 | 0.24 28.7
ULD X X le-7 1377 | 0.53 34.1
ULD X v le-9 438 | 0.63 84.1
ULD v X 0.51 127 | 0.55 72.3
ULD v v 052 424 | 0.62 86.4

TOFU-10% unlearning performance for different methods using
augmented Forget/Retain Data. The data augmentation is mostly
useful for our method.
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