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LLM Unlearning Motivation

Copyright violation

Karamolegkou, Antonia, et al. "Copyright violations and large language models." arXiv preprint arXiv:2310.13771 (2023).
Nasr, Milad, et al. "Scalable extraction of training data from (production) language models." arXiv preprint arXiv:2311.17035 (2023).

Sensitive information leakage



Given an LLM 𝐿𝜃, a corpus 𝐷𝑓 containing knowledge desired to forget, optionally a 
corpus 𝐷𝑟  containing knowledge to retain

The goal is to obtain such an LLM 𝐿𝜃′  that

1. no longer possesses the unique knowledge in 𝐷𝑓 

2. retains the other knowledge/capabilities that the original LLM, including 𝐷𝑟

LLM Problem setting



• Common formulation of existing unlearning loss

Existing method



• Common formulation of existing unlearning loss

Example forget loss

 Gradient ascent

 DPO

 NPO 

Existing method



• Unbounded forget loss&unclear optimization target

Two issues



• Unbounded forget loss&unclear optimization target

• Under-representative retain loss

Two issues



Two issues



• We seek an assistant LLM that remembers 𝐷𝑓, but no knowledge about 𝐷𝑟

• Then ensemble with original model to simulate unlearn in decoding

Our solution: Unlearn from Logit Difference

ULD Inference on Query to Forget Knowledge

𝑙𝑓(𝑌|𝑿)

Isaac Newton was a famous ____

𝑙(𝑌|𝑿; 𝜽) 𝑙𝑎(𝑌|𝑿;𝝓)

physicist writer

writer

− =

physicist writerphysicist writer



• We seek an assistant LLM that remembers 𝐷𝑓, but no knowledge about 𝐷𝑟

• Then ensemble with original model to simulate unlearn in decoding

Our solution: Unlearn from Logit Difference

ULD Inference on Query to Retain Knowledge

Aristotle was a famous ____

philosopher

− =

philosopher

philosopherphilosopher

𝑙𝑓(𝑌|𝑿)𝑙(𝑌|𝑿; 𝜽) 𝑙𝑎(𝑌|𝑿;𝝓)



• Training assistant with a well-defined objective:

Our solution: Unlearn from Logit Difference



• Training assistant with a well-defined objective:

• An efficient training scheme

Our solution: Unlearn from Logit Difference

20M trainable parameter, 0.28% full model



Main result

TOFU: unlearn fictional author information



Training stability

Trajectory of Model utility versus forget quality (log) for different unlearning method on TOFU-10%



Training efficiency

Log forget quality versus relative training time to ULD on TOFU-10%. 
The top-left corner indicates better forget performance and efficiency.



Data Usage Ablation

TOFU-10% unlearning performance for different methods using 
augmented Forget/Retain Data. The data augmentation is mostly 
useful for our method.
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