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Introduction

● Integrating insights from real-
world events and their effects 
on social and economic behavior 

● Reasoning between textual 
input and numerical time series

● Improving the reliability and 
accuracy of TSF

Time Series Forecasting (TSF) is crucial for 
decision-making across economic, infrastructural, 
and social domains, decoding the evolving 
relationships within complex real-world systems.

Traditional forecasting methods work well with 
stable time series, but they

● struggle with sudden disruptions or 
anomalies caused by external random events

● fail to systematically link complex social 
events to data fluctuations

Our Purpose:



News Article and 
Other Textual Context

● News articles offer insights into unexpected events, policy changes, 
and sentiment shifts not captured by numerical data.

● Integrating news enriches forecasting with real-time context and 
qualitative information for non-linear influences.

We propose a unified approach that embeds news and supplementary 
information into time series data using textual prompts: 

• Next-token prediction tasks 

• Fine-tuning pretrained large language models (LLMs)



Why Large Language Models?

Effective news filtering is a key issue for enhancing time series forecasting as input diversity 
increases. This requires a deep understanding of how news interact with forecast variables.

The inductive reasoning capabilities of pre-trained LLMs, along with their ability to model 
multi-modal distributions, enable few-shot predictions in time series. 

The potential of language models in TSF through effective tokenization has been proven, but
existing studies mainly utilize the mapping capabilities of LLMs for numerical regression.

News Analysis and Selection with LLM Agents

Human-like Reasoning Ability and Multi-modal Modeling

Potential in Forecasting needs to be Further Explored



Methods Overview

• News Reasoning Agent
• News filtering

• Fine-Tuning LLMs
• Unified input-output data

• Evaluation Agent
• Comparing discrepancies 

between predicted and 
actual series

• Identify missed news 
• Optimize news selection 

and filtering logic



Rethinking Time Series Forecasting Problem and Elements

𝑷(𝒙𝒕+𝟏ห𝒙𝟎:𝒕; 𝒆𝟎:𝒖)𝑷(𝒙𝒕+𝟏ห𝒙𝟎:𝒕)Assume a series of event 𝒆𝟎:𝒖 and a time series 𝒙𝟎:𝒕:



Time Series and News/Events

Social Sentiment

Changes

Selected News

Technological 

Developments

Political Events

Economic Events

Natural Disasters

Public Health Crises
Changes in fiscal policy affecting 

exchange rates
Public health crises (like the 
COVID-19 pandemic) impacting 
traffic flow and electricity load

Breakthroughs in AI technology 
potentially influencing Bitcoin prices

Elections or legislation affecting 
exchange rates and regional 

electricity demand.

The news filtered by the agent mainly includes:

Evaluation Agent helps identify hidden, unexpected, or counterintuitive events 
• Saudi Arabia's "carbon neutrality" goal indirectly impacts Australia's economy and exchange rates by affecting oil prices. 



Pairing Time Series Data and Text

Selected
News



Overall Pipeline



Experiments
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420,000 news articles are collected



Effectiveness of news integration.
we conducted ablation experiments comparing four scenarios:

Inclusion of agent-filtered news significantly enhances forecasting performance.



Effectiveness of the evaluation agent.

Introducing an evaluation agent that iteratively refines news selection achieve progressively 
improved time series forecasting results .



Compare to other forecasting methods.



Conclusions

Integrating news into time series forecasting with 
LLM-based methods improves prediction 
accuracy and model intelligence.

Encourages forecasting aligned with real-world 
dynamics through the effective utilization of 
unstructured text data. 

Equip agents with sophisticated analytical tools 
for better data processing. Enhance precision and 
relevance, broadening use in predictive analytics.

Enhanced 

Forecasting 

Performance

Potential 

Paradigm Shift 

in TSF

Expand 

Applicability
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