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Motivation

⚫ Audio-Visual Question Answering (AVQA) is a complex multi-modal reasoning task,

demanding intelligent systems to accurately respond to natural language queries based

on audio-video input pairs.

Question 1: have existing datasets 

comprehensively measured model 

robustness?

Question 2: have existing methods 

overcome the data bias?



Dataset Development and Analysis

⚫ The construction of this dataset involves two key processes: rephrasing and splitting.

Distribution of  rephrasing questions 

based on the first three words.

Answer distributions of  “Temporal” questions in the AVQA task.

⚫ The former involves the rephrasing of  questions in the test split of  MUSIC-AVQA, and the 

latter is dedicated to the categorization of  questions into frequent (head) and rare (tail) 
subsets.
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AVQA-R



Method

⚫ Architecture of multifaceted cycle collaborative debiasing

ℒ𝑑 =
𝛼

3𝐾
෍

𝑖=1

𝐾

(
1

𝑑𝑖
𝑎 +

1

𝑑𝑖
𝑣 +

1

𝑑𝑖
𝑞) , ℒ𝑐 =

𝛽

3
ℒ𝑞𝑎 + ℒ𝑎𝑣 + ℒ𝑣𝑞 , ℒ𝑞𝑎 =

1

𝐾
෍

𝑖=1

𝐾

ො𝑦𝑖
𝑞
(𝑙𝑜𝑔 ො𝑦𝑖

𝑞
− 𝑙𝑜𝑔ො𝑦𝑖

𝑎) , ℒ = ℒ𝑑 + ℒ𝑐 + ℒ𝑎



Main Results on the MUSIC-AVQA Dataset



Main Results on the MUSIC-AVQA-R Dataset



Comparison in the MUSIC-AVQA-R dataset

⚫ Answer distribution between train and test split in the MUSIC-AVQA-R dataset.
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