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Background

• Node Classification

An attributed graph 𝐺 = 𝑉, 𝐸 , the adjacency matrix 𝐀 ∈ ℝ𝑛×𝑛, 

the feature matrix 𝐗 ∈ ℝ𝑛×𝑑, and the label matrix 𝐘 ∈ ℝ𝑛×𝑐 .

Given a labeled node set 𝑉𝐿, predict the labels of other nodes in 𝑉- 𝑉𝐿 .



Background

• Transformer

Transformer layer: 

Multi-head self-attention (MSA) + Feed-forward network (FFN) 

MSA:

MSA 𝐇 = Concat head1 𝐇 ,⋯ , headℎ 𝐇 𝐖𝑂,

head𝑖 𝐇 = Attention 𝐇𝐖𝒊
𝑸
, 𝐇𝐖𝒊

𝑲, 𝐇𝐖𝒊
𝑽 ,

Attention 𝐐,𝐊, 𝐕 = Softmax
𝐐𝐊𝐓

𝑑𝑘
𝐕.

FFN:

FFN 𝐇 = Linear 𝜎 Linear 𝐇 .

Vaswani A, et al. Attention is all you need. NIPS 2017.



Background

• Graph Transformers for node classification

Leveraging the Transformer layer to learn the node representations.

Two main categories of existing GTs:

◼ Entire graph-based GTs:

Requiring the entire graph as the model input. Performing attention calculation on all node pairs. 

Involving many irrelevant nodes and introducing high training cost.

◼ Tokenized GTs:

Transforming the input graph into token sequences for feeding Transformer to learn node 

representations.

Focusing on necessary graph information carried by tokens and requiring low training cost.

Jinsong Chen, Siyu Jiang, Kun He. NTFormer: A Composite Node Tokenized Graph Transformer for Node Classification. arXiv, 2024.



Background

• Tokenized Graph Transformers

Neighborhood and node are two important elements in existing token generator.

Graph 
data

Token Generator

Node-aware
…

Neighborhood-aware
Transformer-

based backbone
Downstream 

tasks

Compared to neighborhood-aware tokens, node-aware tokens are more flexible 

to preserve various graph information.

Fu, et al. VCR-Graphormer: A Mini-batch Graph Transformer via Virtual Connections. ICLR 2024.



Background

• Node-aware token generator

Zhang, et al. Hierarchical Graph Transformer with Adaptive Node Sampling. NeurIPS 2022.

◼ Step 1: Measuring the similarity of nodes.

Develop a function, such as cosine similarity and random walk-based strategies 

to calculate the similarity of each node pair.

◼ Step 2: Node sampling

Apply top-k sampling strategy to sampling nodes with high similarity as tokens 

to construct the token sequence.



Motivation

• Rethinking Node Tokenized Graph Transformer

Most nodes are abandoned.

How to fully utilize all nodes 

in graph to learn node 

representations?

Chen, et al. Leveraging Contrastive Learning for Enhanced Node Representations in Tokenized Graph Transformers. NeurIPS 2024.



GCFormer

• Key idea

Considering both high- and low-similarity nodes for model training. 

• Main steps

◼ Hybrid Token Generator:

Generate both positive and negative token sequences.

◼ Learning and Aggregation:

Learn representations from different types of token sequences by Transformer.

◼ Auxiliary Loss Function:

Introduce contrastive learning-based loss function for constraining model training. 



GCFormer

• Hybrid Token Generator

◼ Calculating node similarity matrix 𝐒 ∈ ℝ𝑛×𝑛

𝐒 =
𝐗𝑖𝑛∙𝐗𝑖𝑛

𝑻

𝐗𝑖𝑛 |𝐗𝑖𝑛|
, 𝐗𝑖𝑛∈ ℝ𝑛×𝑑 represents the arbitrary node features

◼ Sampling positive token set

𝑉𝑖
𝑝
= {𝑣𝑗|𝑣𝑗 ∈ Top(𝐒𝑖)}

◼ Sampling negative token set 

𝑉𝑖
𝑛 = 𝑣𝑗 𝑣𝑗 ∈ Sample 𝑉𝑖

𝑟 , 𝑉𝑖
𝑟 = 𝑉 − 𝑉𝑖

𝑝

𝐗𝑖𝑛= 𝐗 for attribute feature view, 𝐗𝑖𝑛= ෡𝐀𝑘𝐗 for topology feature view



GCFormer

• Token sequence construction

…

…

Target 
node 

Nodes from 
positive token set  

Virtual 
node 

Nodes from 
negative token set  

Assign 
learnable features

Positive token sequence

Negative token sequence

𝐏𝑖∈ ℝ(1+𝑝𝑘)×𝑑𝑜

𝐍𝑖∈ ℝ(1+𝑛𝑘)×𝑑𝑜

Input sequences 
of node 𝑣𝑖



GCFormer

• Transformer-based backbone

◼ Learning from Pos. 𝐏𝑖
𝑙 ′ = MSA 𝐏𝑖

𝑙−1
+ 𝐏𝑖

𝑙−1
, 𝐏𝑖 𝑙

= FFN 𝐏𝑖
𝑙 ′ + 𝐏𝑖

𝑙 ′

◼ Learning from Neg. 𝐍𝑖 𝑙 ′ = MSA 𝐍𝑖 𝑙−1
+ 𝐍𝑖 𝑙−1

, 𝐍𝑖 𝑙
= FFN 𝐍𝑖 𝑙 ′ + 𝐍𝑖 𝑙 ′

◼ Signed Aggregation 𝐇𝑖 = 𝐏0
𝑖 − 𝐍0

𝑖 ,

Final node 
representation

Learning from 
positive tokens

Learning from 
negative tokens

Signed aggregation makes a 
distinguishable node representation 



GCFormer

• Predicting labels of nodes

◼ Learning from different feature views

𝐙𝑖 = 𝛼 ⋅ 𝐇𝑎,𝑖 + (1 − 𝛼) ⋅ 𝐇𝑡,𝑖 ,

𝐇𝑎,𝑖 and 𝐇𝑡,𝑖 are representations of node 𝑣𝑖 learning from attribute and topology feature views.

𝛼 ∈ [0,1] is a hyper-parameter to determine the contributions of different feature views.

◼ Loss function

ℒ𝑐𝑒 = −෍

𝑖∈𝑉𝑙

𝐘𝑖ln෡𝐘𝑖 , ෡𝐘𝑖 = MLP 𝐙𝑖 ,



GCFormer

• Contrastive Learning-based Loss Function

ℒ𝑐𝑙 𝑣𝑖 = −log
exp 𝐏0

𝑖 ⋅ ෡𝐏𝑖T/𝜏

σ
𝑗=1
𝑛𝑘 exp 𝐏0

𝑖 ⋅ 𝐍𝑗
𝑖T/𝜏

෡𝐏𝑖 =
1

𝑝𝑘
෍

𝑗=1

𝑝𝑘

𝐏𝑗
𝑖

ℒ = ℒ𝑐𝑒 + 𝛽 ⋅ ℒ𝑐𝑙

• Overall Loss



Experiments

• Datasets



GCFormer

• Performance comparison

GCFormer outperforms advanced GTs as well as representative GNNs on all datasets.



GCFormer

• Study of token sampling size



GCFormer

• Study of aggregation weight



Future work

• Rethinking GCFormer

The main limitation of GCFormer is the unified sampling strategy for 

different types of graphs. 

Experimental results show that the performance of GCFormer is sensitive to 

the sampling size on different graphs. 

The phenomenon implies that an adaptive sampling strategy is required to 

improve the performance and stability of GCFormer on diverse graphs.



End

Thanks for your attention!


