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(almost) One-Step Generative Robot Policy
No Distillation Needed!

We show a simple way to train a robot’s action-generating model with rectified flow

(flow matching), so it can produce actions in just one step (almost)—no extra

complicated training steps, such as distillation needed.

What This is About: 

How the Method Works: 

• We use rectified flow (flow matching) to train the robot’s action model

• The method learns a flow (or diffusion) policy with expert demonstrations

• During training, the model predicts action and state variance.

• State variance shows if the action deterministic or uncertain.

• For low-variance states, it generates actions in one step, like Behavior Cloning (BC)

• For high-variance states, it takes more steps to ensure accuracy.

• Key advantage: fast and efficient, with no extra training steps like distillation.

How to Apply the Method to Your Robot Policy: 

• Make your model predict a scalar value (variance) in addition to the actions.

• Train your model using the following loss function:

• Use the following algorithm for sampling actions:

GT action Random Gaussian noise Policy model Predicted variance

Experiments: 

• AdaFlow outperforms baseline methods like BC and Diffusion 

Policy in both navigation and manipulation tasks. 

• AdaFlow excels in benchmarks like RoboMimic and maze 

navigation, with high success rates and diverse actions.
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