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Problem Setup

@ Subspace-sparse polynomial:
RIS R, *(x) = h*"(xv).
h* 1 V — R, where V is a subspace of R with dim(V) = p < d.

xy is the orthogonal projection of x onto the subspace V.

Two-layer neural networks:

N
fNN X 6 Z X, 9,) = %ZaiJ(WiTX).
i=1

=

@ Loss function:

. 1
min En(O) =

S Exnr(0,10) [1F*(x) — fun(x;: ©)]?] .

Stochastic gradient descent (SGD):
o = 1) 589 (£ (x) — (o ©19) ) Vor (o 01,

where xi, k=1,2,... are the i.i.d. samples drawn from N (0, /).

Ziang Chen (ziang@mit.edu) SGD for Sparse Polynomials NeurlPS 2024 2/7



Problem Setup

@ Infinite-width two-layer neural network:

un(x; p) = /T(X;G)p(dﬂ) = /aO'(WTX),O(da, dw).

@ Loss functional:

£(p) = SEunvonn [IF70) — il P

@ Mean-field dynamics of SGD:

{&Pt = Vo - (p£(t)Vo®(0; pt)) ,
pt‘tzo = pPo,

@ Question: Can the mean-field dynamics of SGD learn a
subspace-space polynomial within a finite time?
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Necessary Condition

@ Abbe et al. (2022): Merged-staircase property for polynomials on
hypercubes, h*(z) = z1 + 2120+ - - - + 2122 - - - 2.

@ Related works in this direction: Abbe et al. (2023), Bietti et al.
(2023), Dandi et al. (2023), Dandi et al. (2024), etc.

o Reflective property: For some subspace S C V,

@ Characterize both the property of the target function and the
expressiveness of the activation function.
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Necessary Condition

@ Main theorem: If the reflective property is satisfied for nontrivial
subspace S C V, then for fixed T, we have for sufficiently large d that

inf_&(pe) = C >0,

0<t<T

where C is a dimension-free constant.
@ The dynamics cannot learn any information about f* on S:

(Ps)#po =6s = (Ps)up:t =0ds, YV t=>0.

@ The flow p; is always supported in S+
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Sufficient Condition

@ Assumption: The Taylor's expansion up to s-th order of the following
flow Wy (t) at t = 0 is not contained in any proper subspace of V:

{jthvv(t) = E, [zh*(2)0’ (Wv(1)T2)] ,
wy(0) = 0.

@ The assumption is true if h*(z) = ciz1 + zizo + -+ + Cpz1z2 - - - 2p
with nonzero c1, o, ..., Cp.

@ Training strategy: train the first layer for p times and take the
average; then train the second layer.

@ Main theorem: For some dimension-free constant Cy, G > 0,

g(pt) <G exp(—Cgt), Vit>0.
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The End

Thanks for your listening!
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