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Framework
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Problem Statement
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NAS can be energy consuming

But not all NAS steps are equally energy consuming, and different
NAS strategies will also have different energy requirements
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Task Energy Requirement Disparity
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Evaluation Energy Requirement Disparity
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Our Key Idea

High energy tasks
(Vanilla NAS Evaluation)

CO, emissions
with the same
energy intensity

Worcester Polytechnic Institute



Low Energy Component
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High Energy Component
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How to allocate GPU resource
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Reinforcement Learning -- State
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Reinforcement Learning -- Action
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Reinforcement Learning -- Reward
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How to allocate GPU resource
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How to allocate GPU resource
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THANK YOU
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