


Motivation

Vector Quantization

Limitation

 Most methods only focus on learning a single-modal codebook, resulting in suboptimal 
performance when the codebook is applied to multi-modal downstream tasks

Encoder
�
�
� (⋅)

D
ec

od
er

� �
�
(⋅
)Quantizer �(⋅)

1 2 3 K⋯

Codebook 

�� ��

Downstream
Task

First Stage

Second Stage



Idea

Limitation
 Most methods only focus on learning a single-modal codebook, resulting in suboptimal 

performance when the codebook is applied to multi-modal downstream tasks

 The novelty lies in utilizing pre-trained text semantics to guide the model to learn text-aligned codebook
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Proposed Method

 The novelty lies in utilizing pre-trained text semantics to guide the model to learn text-aligned codebook

 Semantic Alignment Module

 Relationship Alignment Module



Proposed Method

 Semantic Alignment Module

 Insight: Considering that paired image and text data have consistent 
semantic information and the missing information of masked data can 
be completed from the other modality. We propose global semantic 
alignment and masked text prediction.



Proposed Method

 Semantic Alignment Module Limiting

• Cannot satisfy more complex reasoning tasks like image captioning and VQA.

 Relationship Alignment Module



Experiments

 Reconstruction Performance



Experiments

 Ablation Study
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 Ablation Study



Experiments

 Application
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Thanks for Listening !


